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Abstract

In this paper, we delve into the investigation of positive solutions for two distinct elliptic systems. The first
system is a Hamiltonian system defined as

—Au = a(z)|v[P~?w, z €0

—Av = b(ﬂv)u(e“2 —-1), ze€f (1)
u,v > 0, x €

u=v=0, x € 01,

where 2 is an annulus in RV (N > 3), p > 2 and the functions a(z), b(x) are positive continuous but not
necessarily radial. Due to the presence of the exponential term and the fact that we are not imposing any
upper bound on p this problem is supercritical, and standard variational methods may not be used. In this
work, we show the existence of a positive solution when the problem enjoys certain mild symmetry and
monotonicity conditions. We shall also address the symmetry breaking phenomena where the functions a
and b are radial. The second problem we are studying in this paper is the supercritical gradient system
described by
—Au =a(x) u(e“2 — 1)+ pur~lvd, 2 €Q
—Av = b(x) v(e”2 — 1) +qui~twP, z€Q
u,v >0, €N
u=v=0, x € 09,

(2)

within the same annular region Q@ C RY. Our contribution for this problem is to prove the existence of a
positive solution for all p,q > 2.

1 Introduction

The study of Hamiltonian systems has received significant attention over the past decades, with numerous
researchers contributing to its development and exploration. Researchers have investigated various aspects
of Hamiltonian systems, including the existence of solutions, the multiplicity of solutions, concentration
phenomena, positivity properties, symmetry-related behavior, and Liouville theorems. For a comprehensive
overview of Hamiltonian systems, encompassing key findings and prevailing trends, valuable references in-
clude [3,13,30]. For some latest breakthroughs and recent discoveries in this field, one can explore the works
in [4,7,8,12,21,26-28, 35].
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It is noteworthy that strongly indefinite variational problems in elliptic systems of Hamiltonian type exhibit
a complex geometric structure, making the investigation of such problems particularly challenging. Dealing
with the challenges in these problems entails the fact that the energy functional is strongly indefinite, which
differs from the single equation case. To overcome this challenge, various methods come into play, including
the dual variational method (see [1,31]), the Orlicz space approach (see [15]), the generalized linking theory
(see [20]), and the reduction method (see [2]).

The study of systems of Hardy-Hénon type equations holds particular importance in the context of Hamil-
tonian systems. Consider the following system of superlinear elliptic equations

—Au = |z|PPl, 2 €0

—Av = |z[*wP~l, z€Q

(3)
u,v > 0, €N
u=v=0, x € 01,

where Q is a bounded domain in RY with 0 € Q, N > 3, p,q > 2, and «, 3 > —N. For the specific case
where a = 8 = 0, the existence or non-existence of solutions is determined by the critical hyperbola,

N N
S 4S=N-2
p q

This hyperbola was first introduced by Mitidieri [24], who proved the non-existence of solutions for (p, q)
lying on or above it using a Pohozaev-type identity. The existence of solutions for (p,q) below the critical
hyperbola was proven by de Figueiredo and Felmer (see [14]) and by Hulshoff and van der Vorst (see [17,18])
through a variational approach employing fractional Sobolev spaces. An alternative approach, working with
Sobolev-Orlicz spaces (allowing for generalization to non-polynomial nonlinearities), is discussed in [10, 15].
The general case where « # 0 and/or § # 0 were carried out in [6,16,22]. In particular, Calanchi and Ruf,
in [6] investigate existence, multiplicity, and qualitative properties (such as radial symmetry in the case of a
ball) of solutions . They explicitly showed that when

N+a N+8
——+

SN_Qa

with p,q > 2, there are no positive solutions u and v for problem (4) within the open unit ball B in RY,
where N > 3. Later, the authors in [3] furthered the investigation of ground state solutions for the system
of equations

—Au = |z||9"%v, x€B

~Av = |z|*ulP~2u, x€B (4)
u=uv=0, x € 0B,
where B is the open unit ball of RV, N > 1, a, 83 > 0, p,q > 2. The authors established that the hyperbola
N+a N+8

+ ——=N-2

p q

serves as the exact threshold for the existence of positive solutions to (4). Additionally, they provided de-
tailed conditions on the parameters «, 3, p, and ¢ that lead to ground state solutions deviating from radial
symmetry. It is worth noting that in the Hardy-Hénon system, the terms |z|® and |z|? lead to enhanced
compactness properties. However, in this specific paper, the functions ¢ and b in the system (1) are con-
sidered to be strictly positive and kept away from zero. Consequently, the presence of these terms doesn’t
contribute to improved compactness in this particular case.

In [23], Lou, Weth, and Zhang considered the Schrodinger-Hénon system
—Au+ pu = |z|*0,F(u,v), x€B

—Av+ pgv = |z|*0,F(u,v), x€B (5)
u=uv=0, x € 0B,



where B C RN, N > 2 is the unit ball, 1,2 > 0, a > 0, and F : R? — R is a p-homogeneous C?-function
for some p > 2 with F(u,v) > 0 for (u,v) # (0,0). They showed that, as &« — oo, the Morse index of
nontrivial radial solutions of this problem (positive or sign- changing) tends to infinity. Moreover, in [9],
Clapp and Soares studied a related problem

l
—Aui i =Y BilugPluilP s, wi€ HYRY), i=1,...,1,

j=1

where N > 4,1 < p < %, and (f;;) represents a symmetric matrix admitting a block decomposition
with entries either positive or zero within each block and negative for all remaining entries. The authors
established the existence of fully nontrivial solutions, meaning nontrivial solutions component-wise, provided
certain conditions are satisfied for the symmetric matrix (8;;). Furthermore, the authors derived the existence
of solutions with positive and non-radial sign-changing components for the system of singularly perturbed
elliptic equations

l
—Au +ui =Y Bijlug PP Pui, wi € Hy(Bi(0)), i=1,...,1,

Jj=1

where Bj(0) is the unit ball exhibiting two different kinds of asymptotic behavior. The first being solutions
whose components decouple as € — 0, while the second behavior is for solutions whose components remain
coupled up to their limit.

In [19] we examined the Neumann problem given by

—Au+ u = f(u), z€Q

u >0, z €N (6)
Oou
5—0, .CCE(?Q,

where Q is a bounded annulus in RV (N > 3) and the function f has either the exponential growth by
the means of Trudinger-Moser inequality f(u) = u(e“2 — 1), or is of the power form f(u) = u|u|P~? where
p is supercritical. We have demonstrated the existence of a positive non-radial solution in the case of
flu) = u(e"2 —1) and established the multiplicity of non-radial positive solutions for the case f(u) = u|u|P~>
when the annulus is thin.

In our study, we focus on the annular domain  with center at the origin, inner radius R;, and outer radius
R5. The domain € is defined as
Q={zcRY:R; < |z| < Ry}.

Inspired by the work [5], we introduce the variables s and t as

si=/a?4+ - +a2 t::\/xfn+1+~~+x?\,. (7)

where m and n are positive integers such that m +mn = N. Using these definitions, we can express () as
Q= {r eRY : R? < s?+t2 < R}. We refer to the subset ) of R? as

~

Q={(s,t) eR*:5>0,t>0, R} <s?+t*< R3}.

Throughout the paper, we make the assumption that the function a (respectively, b) is continuous and
strictly positive as a function of (s,t) with respect to m = N —1 and n = 1, i.e., a(z) = a(s,t). We also
introduce the notation that a (resp. b) satisfies condition (A) if it is continuously differentiable with respect
to (s,t) and satisfies the inequality sa; — tas < 0 (vesp. sb; — thy < 0) in €.

Our main results related to the system (1) are stated in the following two theorems.

Theorem 1.1 Suppose Q is an annular domain in RN for N > 3. Assume that a and b satisfy (A) with
respect to m = N — 1 and n =1 . Then equation (1) has a positive weak solution (u,v).



Directing our attention to a specific variant of equation (1), we consider

—Au = |v|P~2, x €

—Av = u(e” —1), zeQ g
u,v >0, x e ®)
u=uv=0, x € 09,

where the conditions in problem (1) are carried over to problem (8), except for the specific values of a and
b, both of which are set to be 1. In the following theorem, we demonstrate that the solution of (8) derived
from Theorem 1.1 is non-radial.

Theorem 1.2 Assume p > 2. Suppose (u,v) is the solution of (8) obtained in Theorem 1.1. If

(1+%)2<

p(p—1)
2 b

where

_ 0 Jo IVY|? da
ve O} [, 4 da

Then (u,v) is non-radial.

Observe that g denotes the optimal constant in the classical Hardy inequality on the domain 2, which is
attained since €2 does not contain the origin and is not an exterior domain.
In the context of system (2), our primary contribution lies in the demonstration of the following theorem

Theorem 1.3 Suppose Q is an annular domain in RN for N > 3. Assume that a and b satisfy (A) with
respect tom =N —1 and n =1, and p, ¢ > 2. Then equation (2) has a positive weak solution (u,v).

The paper is structured as follows. In Section 2, we focus on Hamilton system (1) and non-radial solutions,
exploring our primary results. In Section 3, our attention shifts to a gradient system (2), where we conduct
a thorough examination. Our approach utilizes a variational formulation on convex closed subsets of an
appropriate Sobolev space, which plays a crucial role in establishing the key results presented in the paper.

2 Hamilton systems

2.1 A Variational Approach to the Existence of Solutions

This section is devoted to demonstrating the existence of solutions for

—Au = a(z)v|P2v, x €

—Av = b(:r)u(e“2 —-1), ze€f )
u,v > 0, xz €

u=v=0, x € 01,

where 2 is an annulus in RV (N > 3) and a(x),b(z) are sufficiently smooth positive functions that satisfy
condition (A).
To begin, we will briefly review some standard notation used in the theory of Orlicz spaces.

Definition 2.1 Let £ : RT — RT be a convex increasing function satisfying

£(0)=0= lim &(s), lim £(s) = oc.

s—0t §—00

We say that a measurable function u : R¢ — C belongs to L if there exists A > 0 such that

/Rdgf(lu(;:”)dx<oo.



We denote then

ull ;¢ = inf {)\ > o;/Rd ¢ <|“(f)|) do < 1} . (10)

It is standard that ||| e is a norm. In what follows, we shall fix £(s) = ¢** — 1 and denote the Orlicz space
L by £ endowed with the norm ||-|| .

While our results specifically pertain to domains in RY with N > 3, it is important to mention that the
Sobolev embedding for bounded domains in the two-dimensional case (N = 2) and the Orlicz space £ can
be stated as follows.

Lemma 2.2 Suppose O is a bounded domain in R?. Then

1
[ullecoy < ——=llullmr(o0)- (11)
Vamr

It is worth noting that the embedding (11) can be directly derived from the Trudinger-Moser inequality,
which was proven in [29].

Proposition 2.3 There exists a constant k such that for any domain O C R?

sup / (647m2 — 1) dz < k. (12)
<tJo

H“HHl(o)
The inequality is sharp: for any growth e with a > 4r the supremum s 400.

Let us define p’ = -2 and consider the Banach space V = w2r'(Q) N Wol’p/(Q) N L. The norm on V is
given by
ull =[lullw2.o @y Fllullyyr.o g Hlulle-

For any w in V and any «* in V*, the duality pairing is denoted by (u,u*) and defined as
(u, u*) :/u(x)u*(m) de, NVYueV,VYueV”.
Q

Taking inspiration from the ideas presented in Wang [34], we can deduce from equation (9) that

v = (—Au)| — AulP 2a(z)”

By substituting the expression for v into the second equation of (9), we obtain a scalar equation that
corresponds to

2

—A <(—Au)| - Aup/_2a(ac)p/_1> = b(x)u(e” —1). (13)

Therefore, the functional associated with problem (9) can be expressed using the Euler-Lagrange formulation
as

2

1 — Aul?”’ 1
I(u) = —/ % dx — f/ b(z)(e" —u?—1)da.
P Jo a(z)P'! 2 Ja
By introducing the functionals ¥ : V' — R and ® : V — R defined by

1 — Aul?
Ty EL
P Jo a(x)r—t

and



respectively, we can express the functional I as I = ¥ — ®. To enhance compactness, we introduce a convex
set K by

K=K(m,n)={0<u=u(s,t) € Wé’p/(Q) N Wol’p/(Q) s suyp — tug <0 ace. inQ}, (14)

Here, Wé’p l (Q) denotes the space of functions in W2 (Q) that are invariant under the action of G =

O(m) x O(n), where O(k) is the orthogonal group in R*¥ and gu(z) := u(g~'z). Note that we can express

(s,t) in terms of polar coordinates as s = rcos(), ¢ = rsin(f), where r = |z| = |(s,t)| and 6 is the usual
polar angle in the (s,t) plane. Using this representation, we can rewrite the set K as a set of functions u that
satisfy the inequality ug < 0 in Q= {(0,7) : Ry <7 < Ry,0 € (0,%)}. Let us now introduce a functional
Ig(u): V — (—o0,+00] by

Ix = Uy — @, (15)
where V¥ g is the restriction of ¥ to K defined by
U(u), uek
\P =
K (u) { too, ud K.

We will now review the definition of a critical point for lower semi-continuous functions, which was introduced
by Szulkin [32].

Definition 2.4 Let V be a real Banach space and ¥ : V — (—o0,400] be proper, conver and lower semi-
continuous. Let E be a function on V defined by

E:i=0-0, (16)

where ® € CY(V,R). A point ug € V is said to be a critical point of E if u € Dom(¥) and if it satisfies the
inequality

(D®(u),u —v) +¥(v) —V(u) >0, YveV.

Definition 2.5 We say that E defined in (16) satisfies the Palais-Smale compactness condition (PS) if
every sequence u; such that

e Eluj] - c€eR,
° <D(I)(Uj),’ll,j 7'U>+\II(U) 7\:[/(’&]') Z 7€j||'U*uj||a VU S ‘/,
where €; — 0, then {u;} possesses a convergent subsequence.

The following theorem by A. Szulkin [32] is a very useful result called the Mountain Pass Theorem.

Theorem 2.6 Suppose that E : V — (—o0, +00] is of the form (16) and satisfies the Palais-Smale condition
and the Mountain Pass Geometry (MPG):

1. E(0) = 0.
2. There exists e € V' such that E(e) < 0.
3. There exists some p such that 0 < p <|le|| and for every u € V with ||u|| = p one has E(u) > 0.

Then E has a critical value ¢ > 0 which is characterized by

c=inf sup E(v(1)),
7€l telo0,1]

where T' = {~ € C([0,1],V) : v(0) = 0,~v(1) = e}.

In the proof of the upcoming theorem, we will rely on the utilization of the following lemma.



Lemma 2.7 Let H be a reflexive Banach space, and let f : H — R be a convex and differentiable functional.

If
flu) = f(u) = (Df(u),u —u), (17)

then Df(u) = Df(a), where (-,-) is the duality pairing between H and H*. In particular, if [ is strictly
convex, then u = u.

Proof: Considering the convexity of f, we have
f(u) = f(u) 2 (Df(u), @ —u),
which can be rearranged as
fw) = f(@) < (Df(u),u—a).
This, combined with the inequality (17), leads to
fu) = f(@) = (Df(u),u—a). (18)
Furthermore, for any v € H, we have

f) = f(u) = (Df(u),v —u),

or equivalently,
f() = (Df(u),v) = f(u) = (Df(u),u).

(
Now, let us define the function G(v) = f(v) — (Df(u),v). It follows that G(v) > G(u) for all v € H.
Additionally, when v = @, we have from (18) that

G(a) = f(a) — (DS (u), @) = F(u) — (Df(u),u) = Glu),
which means G attains its minimum at v = @, i.e., DG(2) = 0. Thus,
Df(u) — Df(u) = 0.
In the case where f is strictly convex, the equation
(Df(u) = Df(u),u—1u) =0,
implies that v = @. This result directly leads us to the desired conclusion. O

Motivated by the variational principle introduced in [25], the following Theorem establishes a connection
between the critical points of I and the solutions of the system (9).

Theorem 2.8 Let @ be a critical point of the functional Ik . If there exists t € K and v € V, such that
—Al
—AD

{ —Au = a(z)|v|P~%v

a()[o[P~*o

b(z)u(e™ — 1), (19)

then (@, 0) is a solution of

—Av = b(z)u(e® —1).
Proof: Since @ is a critical point of Ik, it follows from Definition 2.4 that

(D®(u),u —v)+¥(v)—¥(a) >0, WweV,



which implies
_ P _ p’ _
7/ |- Auwf Aw' - 7/ |- Al A“‘ —dz > (b(@)u(e” —1),w—1u), Ywe K. (20)
Let F': V — R be defined by

/ | — Aw|” Awl” %/Qb(z)@(gf — 1w da.

From the first equation in (19), we have

I
>
=
<
[\v]

|
>
=

v

Consider n € V. We can then evaluate

2

(F'(@),m) = /Q M%mw’-?(—mx—mdx— / b()a(e™ — 1)y du

Q

- /Q 5(—An) do — /Q b(x)u(e” —1)n dz
_ /Q(_M)ndx —/ b(z)a(e™ — 1)y dx

Q

2

:/Qb(x)ﬂ(e“ —1)n dw—/ﬂb(w)ﬂ(e“ —1)ndx
-0,

which implies that @ is a critical point of F'. It then follows that
1 / _
0 = (F'(0), i — @) = / AP (A (- A - @) dr— [ b()a(e® — 1) de,
o a(@)P Q

from which we obtain
/Q ﬁmﬁl””(—m)(—ma —4))dz = /Qb(x)ﬂ(eﬂz —1)(ii — ) dz.

Combining this with (20) for w = 4, implies

1 Al 1 A 1 /

S [ [ can-aa- ) dn

P Jo a(z)?' ! P Jo a(z)? ! o a(z)P' !
By applying Lemma 2.7, we conclude that & = ©. Considering that @ = o in (19), we obtain the desired
result. O

To prove the main result in this section, we will employ Theorem 2.8 as a crucial element of our approach. To
verify condition (i) in this theorem and prove the existence of a critical point for the nonsmooth functional
Ik, we will initiate our efforts by establishing the following theorems. It is important to note that C' will
represent a positive constant throughout, which may vary and need not remain constant across different
contexts.

Theorem 2.9 For N > 3, let Q be an annular domain in RY = R™ x R®, where n =1 and m = N — 1.
Then for every a < 4w, we have

sup /(eo‘“z —1) dz < o0, (21)
Q

uekK, ”uHHl(Q)Sl

where K = K(N —1,1) is a convex and closed subset of H*(Q) defined in (14).



Proof: Firstly, we may rewrite the given integral in terms of polar coordinates (s,t) = (rcos#,rsin#).
Thus, for any u = u(s,t) € K, we obtain

iy Ro
/(e““2 —1)dx = C/ (ea“(s’t)2 —1)sV 2 ds dt = 0/2 / N2 (3081\7*2(9)(60‘“(“9)2 — 1) r dr db.
Q Q 0 JR

™ T
777]

If we choose 0 € [3 5 since 0 — e@u(r9)’

is monotone, we obtain that

il Ro ™ Ro
/2 / V=2 (:051\772(9)(66‘“(“9)2 — 1) rdrdf < /2 / N2 cosN 2 (0 — g)(eau(rﬁf%f —1)r drdb
= Ry % Ry

T (R
< / / V=2 COSN_2(9)(@0‘“("’9)2 —1) r dr de,
= YR
and therefore

ki Ro ™ Ro
/2 / PN =2 cosN*Z(Q)(eo‘“(T’G)Q —1)rdrdf< 2/3 / V=2 costz(1‘))(6““(“‘9)2 — 1) r dr do.
0 Rl 0 Rl

On the other hand,

3 R
/ / PV =2 COSN_Q(H)(eo‘“(’“"g)2 —1)rdrdf= / (ea“(s’t)z — 1)5N_2 ds dt, (22)
o JRr, {Q,s>6}

for some positive constant ¢ > 0. By setting O = {f\l7 s >} we have that

12l = Clmn) [ (0 40+ 00" 2 dsar

> C(m,n)/(ut2—|—u§+u2)sN72dsdt
o

Y

C(m,n)éNﬁZ/ (u? + u? +u?) ds dt.
]

Therefore, we have

1
2 2 2
Looking at the term on the right hand side of (22), and applying Proposition 2.3, we have
/ (eo‘“(s’t)2 —1)sV 2 dsdt < C/ (eo‘“(s’t)2 —1)ds dt < oo,
{Q,s>6} 1)
due to the inequality (23). This completes the proof. (]

Remark 2.10 We would like to highlight that the theorem mentioned above leads to

lu]lz < Yu € K.

1
—||u|lg10),



Also for every u € K we have
ul}100 = C | (W2 4+ u? +u®)sV 2 dsdt
H'(Q) 5 t s

SC/(uf—l—ug—i—uQ)dsdt
o
2

gc(/o (ID%u(s, O + [Vu(s, O + fu(s. ") ds dt)

RN

v

< C(/A (\Dzu(s,tﬂp' + | Vu(s, )P + u(s, t)[P) s ds dt)
Q

sc(/ (\D2u|p’+|wp’+|u\ﬁ’) dm)p
Q

= CHUH?/VZP’(Q)'

AN

Consequently, we can conclude that
lully2rr <llullvy < Cllully2m, Vue K, (24)
for some constant C > 0.

Within the following theorem, we establish the embedding for annular domains.

Theorem 2.11 Assume that Q is an annulus domain in RN = R™ x R", where n < m. Suppose K is a
conver and closed subset of V' defined in (14) and

(n+1)p
1< —_
sd< (n+1)—2p

Then the imbedding K C L%(Q) is compact with the obvious interpretation if (n +1) — 2p’ < 0.

Proof: We will establish the desired result by demonstrating that the inequality ||ul/za¢ < C|ju||y 2., holds
for all w € K, which is a sufficient condition. We write (s,¢) in terms of polar coordinates s = rcosf and
t =rsinf. Then for u = u(s,t), we have

/ lu(s,t)|4s™ 1"t ds dt = / / ™1 cos™ 1 (0)r" L sin™ 1 (0)u(r, 0)¢ r dr df.

If we choose 6 € [z, g] we see that there exist some constant C' such that sinf < C'sin( — Z) Since

6 — u(r, ) is monotone, we obtain that
/ / L)L sin™ Y (0)u(r, 0)4 r dr df

< C/ / ™t cos™ (0 — z)r”_l sin" (0 — %)u(r, 0 — %)d r dr df
z Jr
3

and therefore

10



On the other hand,

L
/d / ™ cos™ L ()r™ L sin™ L (0)u(r, 0)¢ r dr df = / lu(s,t)|4sm 1t ds dt,
0 JR,

{Q,s>6}

for some positive constant § > 0. We can bound the right hand side above by
/ lu(s, t)|s™ "1 ds dt < C/ lu(s, )|t ds dt.
{Q,s>6} Q s>5}

Then by a change of variable ¢t = |y| we obtain

[ st tasd= [ sl dsdy,
{Q,5>68} {1,5>6}

(n+1)p

. AN n+1
where €2, = {(s,9) : (s, Jy]) € Q) CR™ I d < oS

then

( / fu(s,y)|* ds dy) ™ < C / (ID2u(s, O + [Fu(s, O + u(s, DI ) ds dy
{Q1,s>6} {Q1,8s>6}

IN

C/ (|D2u(s,t)|”' + | Vu(s, )P + |u(s,t)|P') " ds dt

{Q,s>6}

< O/A (ID%us, OF + [Vu(s, ) + fuls, ) 17~ 5™ ds dt
Q

< C’/ (|D2u\pl + |Vl + |u|p,> t" 1 dx

= Clull?s

This completes the proof. (Il

The following proposition will demonstrate the existence of a critical point for the functional k.

Proposition 2.12 Let Q be a domain in RY and p > 2. Let a,b € C(Q) with a(z) > a9 > 0 and
b(x) > by > 0, where ag and by are constants. Consider the Fuler-Lagrange functional I : V — R associated

to problem (13),
— Aul?’ 1
/ [ = Au” u\ f/ b(ac)(e“2 —u? —1) du.
2 Jo

Let K = K(N —1,1) be a weakly closed convex subset defined in (14). Then the functional I has a critical
point w on K by means of Definition 2.4.

Proof: We shall show the functional Ix defined in (15) fulfills both the mountain pass geometry and (PS)
compactness condition. Suppose that u; is a sequence in K such that Ix(u;) — c € R,¢; — 0 and

(DO (uj), uj —v) = W(v) = ¥(u;) > —¢5llv —ujlly VoeV. (25)
Replacing v by ru; (r € R) in (25), it becomes

11— 2
s oy (= 1) [ bl — 1) do < e = Dl (26)

On the other hand, since I (u;) — ¢, we have

1

P _ = w;? 2
2?||u]||w27p,(ﬂ) 5 /Qb(a:)(e 7 —wi—1)dr <c+1, (27)

11



for large values of j. Now set 1 < 7 and r? — 1 < 4(r — 1). We can take o > 0 such that
— < a< 71
o .

4(r - 1) r2—1

Multiply (26) by a and adding up with (27)) yields that

1+a(l—r 2 1 2
<ﬂ)||u|W2p(Q)—i-oz(r—l)/gb(a:)u?(euﬂ .y dm—i/gb(x)(euf w2 1)dr (29)
<c+ 1+ agi(r—1)uj|v.
The choice of o implies that

1+a( ) 1 2 2 1 2 2

S 4/Qb(m)uj(e“7 .y dm—i/gb(x)(euf w2 1) de
1—|—a w2 1 w2

< (p)” o (r—l)/ﬂb(aj)u?(ef —1 dm-§/gb(x)(e S w1 de. (29)

But we also have

1 2/ w2 1 w2 2
E/Qa(x)uj(e i —1) dx—ﬁ/ﬂb(a:)(e i —uj —1)dr >0,
which, together with (28) and (29), gives

1+a(l- )

Sl ) < e 1 gy = Dl o (30)

Since all the coefficients on the left-hand side of the inequality are positive due to the choice of «, we can
conclude that

)y < COHltg st ) (31)
for some constant C' > 0. Standard results in Sobolev spaces allow us to conclude, after possibly passing to a
subsequence, that there exists a function @ € W27 (Q) such that u; — @ weakly in W27 (Q). This, in turn,
implies that u; — @ strongly in L?(£2). By setting v = @ in (25), and using Holder’s inequality we obtain

1 - 2 _ _

1l ) < [ al@hus(es” =1 = ) do 65l = o

2 _ —
< lla(@)l|pee lluje™s — ujll2llu; — allrz + €lluy = tllyor ) (32)

Furthermore, since u; € K, we can apply the concentration compactness principle for the Trudinger-Moser
inequality in H*(£2), as presented in Theorem 2.9, along with the continuous embedding provided in Theorem
2.11, to establish that

sup/ u?(e“f2 —1)? dx < oo.
jz21.JQ

Hence, from (32), we can conclude that

im S s 1. gy ) < O (33)
Using the properties of weak convergence, we also have
0< hminf(”“j”?}yz,p'(g ||uHW2 P (Q))
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which together with (33) implies that u; — @ strongly in W?' (Q). This completes the proof of the (PS)
compactness condition for the function Ix. We now verify the mountain pass geometry of the functional .
It is clear that Ix(0) = 0. Take w € K. Then, for any A > 0, we have

)\7’ — Aul?’ 1
Ik (Aw) / [ = Auf” u| - 5/ b(:c)(e”\zw2 - Nw? — 1) da.
Q

It is now obvious that Ix (Aw) < 0 for A sufficiently large. Take u € K with [lu[|zz = p > 0. We have

— Aul?’ 1
/ | u| f/ b(m)(e“2 —u? —1)dx
2 Ja
1 u? 2
EHHHWM @ 51//9 [e"” —u® —1] d,

where v =||la(z)||L~. Note that

and also

for some constant C' > 0. Therefore we obtain
e — 2?1 < C.ax? + Cx’e

As a consequence, it follows that

1 1 2 202 1
Tiw) 2 [l g = 5ClulEaen ([ (7 +1) do)?.

We may now apply Theorem 2.9 and Sobolev imbedding, to conclude that
1 2 1 ' 2
I(w) 2 0l 0y = Clltlya ) = 307 = Co* >0,

provided p is small enough. If « ¢ K, then clearly Ix(u) > 0. Therefore the mountain pass geometry holds
for the functional Ij. O

In the subsequent propositions, we shall observe the invariance property of the equations in (9) with respect
to the convex set K = K(N —1,1). The proof for these propositions can be found in [11,19], where detailed
explanations and demonstrations are provided.

Proposition 2.13 Suppose Q is an annular domain and © € K = K(N — 1,1). Then there exists u € K
satisfying

34
u=0, x € 0Q, (34

{ —Au = a(2)|5]P25, z€Q
in the weak sense.
Proposition 2.14 Suppose Q is an annular domain and @ € K = K(N — 1,1). Then there exists v € K
satisfying

{ —Av = b@)a(e” ~1), zeQ (35)

v =0, x € 08,

i the weak sense.
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Having established the necessary background, we proceed to demonstrate the first main result of the paper.

Proof of Theorem 1.1. From Proposition 2.12, we deduce the existence of a critical point w for the
functional Ik within the set K, satisfying I (@) = ¢, where ¢ > 0. Furthermore, it follows from Proposition
2.14 that there exists v € K such that

—AD = b(z)ale™ —1)a.
Moreover, applying Proposition 2.13, there exists @ € K satisfying

— A = a(z)|5P~20.

Consequently, (@, ) satisfies the equation

Now, we can apply Theorem 2.8 and conclude that (@, ) is a solution of

{ —Au = a(m)|v\p;2v
—Av = b(z)ule* —1).

This completes the proof. (Il

2.2 Non-radial solutions

In this section, we shall prove that the solution obtained in Theorem 1.1 is nonradial, provided a(z) = b(x) =
1. That is,

—Au = |v[P~20, x e

—Av = u(e“2 —-1), ze€Q (36)
u,v >0, r e

u=v=0, x € 0N.

Before proceeding with the proof, we need to cover some preliminaries. Let w(z) = w(s,t) be a function of
(s,t). When expressing w in polar coordinates (s = rcos(6), ¢t = rsin(f)), it becomes clear that w(x) can
be written as w(r, #). Writing the Laplace operator in polar coordinates gives

—Aw(z) = —wp — (N = 1)— — — + —-h(h),

where
_n-1
tan(6)

Let (u1,11) be the second eigenpair of the following eigenvalue problem

=1 (0) + 1 (0)h(0) = a1 (6) in (0,3
P1(0) >0 in (0, %), (37)
¥1(0) = ¥1(5) =0.
It’s worth noting that the first eigenpair is given by (o, %) = (0,1). A straightforward calculation shows
that

h(6) = (m — 1) tan(6)

1 = 2N, P1(0) = m]; n_ cos(20).

14



Let us recall the definition of the best constant in Hardy inequality for the domain €2,

_ Jo IVY|? da
VeI OMO} [, b da

In order to prove the existence of a non-radial solution, we start with following lemma.

Lemma 2.15 Let p > 2. Assume that (u,v) is a positive solution of (36). Then the following inequality
holds true for u and v:

iS]
<
¥
[\v]

v

>¢ ~ v (38)

Proof: It suffices to show that

1
v 1 1_
Vz=Vv— (122) ;( Wt u?)® 1(2ue“2 — 2u)Vu,
1
v 1 1_
Az =Av— (g) *(6”2 —u?)r 1 (2ue" — 2u)Au
p
1.1
- (g)% =[(=- 1)((3“2 - ’LLQ)%72(2’U,€U2 —2u)? + (6“2 - u2)571(4u26“2 +2¢ — 2)]|Vul?. (39)
p-p
We have
1 2 1 2 2 1 2 2
(1= ) — )5 2ue — 20 = (e —?)p e 4 26 )

2 1

1
= (" —u?)r? ((1 - 7)(2ue“2 —2u)? — (e“2 — u2)(4u26“2 42" — 2))
p
< (e" — uz)%*2 ((2ue“2 —2u)? — (6"2 - u2)(4u26“2 +2¢% — 2)) , (40)
since p > 2. Consider the function g(u), defined as
g(u) = (Que“2 —2u)? - (6"2 - u2)(4u26”2 42" — 2)
u? u? 4 2 2
=e (—26 + 4u” — 6u +2) =+ 2u”.
To analyze the behavior of g(u), consider its first derivative
g (u) = 2ue?” (—26“2 + 4ut — 6u2) +ev (—4ue“2 + 16u® — 12u) + 4u
2u? 5 u? 3 _u? u?
= —8ue™™ 4 8u’e" +4ue" — 12ue" + 4u.
Observe that ¢’(0) = 0, and now let’s examine the second derivative
g"(u) = 2" (—8 — 32u?) + e (16uS + 48u* — 12u2 — 12) + 4.

We note that ¢’ (u) < 0 for all w, which implies that g(u) < 0. Returning to (40), we have shown that the
entire expression is non-positive, and we conclude that
1
(1- 7)(6“2 - u2)%72(2ue”2 —2u)? — (¥
p

2

- u2)%71(4u26“2 42" — 2) <0. (41)
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Now, taking into account (39) and (41), we can conclude that

2

Az < Av — (g)% (e* — u2)571(2u6“2 — 2u)Au. (42)

"=

Next, we will show that Az < 0 on the set
{r € Q:z(x) <0}

It follows from (42) that

u? pL 1 m —1 u2 p—
Az < —u(e® —1)+ (5)1’ 5(6 —u?)? " (2ue 2u)pP 1
= u(e® 1)[(2)*1(&"‘ —u2)p ol 1]
= ()7 (e — (e — )i = (5) R ). (43)

Note that when z < 0, we have

or equivalently
(eu _UQ)%—l < (g)l—%vlfp,

which, together with (43) follows that Az < 0, as desired. Consequently, we have

/ —Az 2 <0,
{zeQ:z(x)<0}

and thus
/ [Vz] <0.
{z€Q:2(x)<0}
Therefore
[v=i<o,
Q
which implies that z > 0. Therefore, the proof is complete. O

Proof of Theorem 1.2. Assume, for the sake of contradiction, that the solution (u,v) of (36) obtained in
Theorem 1.1 is a radial function. Note that Ix(u) = ¢ > 0 where the critical value c is characterized by

c=inf sup I(v(71)),
Y€l r¢0,1] ()

where T' = {y € C([0,1],V) : v(0) = 0 # (1), Ix(y(1)) < 0}. We claim that there exists some element
~v € I" such that
Ix(y(7)) < Ig(u), V7e€]0,1].

This implies that
¢ < max Ix(y(1)) < Ix(u),
7€[0,1]
which contradicts Ix(u) = ¢. Now, in order to prove our claim, let (A;,%) be the first eigenpair of the
following eigenvalue problem

2

{w”m — (N = 1)) 4 2Ne0) () 27 (e —u — 1) 39(r), 7€ (R, Ra),

T

o(r) =0, r € {R1, Ra}.
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Set w(r,0) = p(r)yY(0) where ¥(0) = % — cos(26) being the solution of (37) with uy = 2N. Note that

Woo

() =~y — (V=)= W)
= o (0(0) — (N ~ D (o) — 2O SO,
= o (0(0) — (N ~ D (o) - ZO | A0, )
~orn(r)0(68) — (N~ D (ry(0) + ZEO)
= Mo(Ja) T (e 07D — 1+ 202(Ja)e" (17D) 2 () (44)
Let [ > 0 be such that I ((u+ ow)l) < 0 for all |o| < 1. Consider

Yo (T) = 7(u + ow)l.

We have ~, € T for all |o| < 1. Moreover, there exists a unique twice differentiable real function g on a small
neighbourhood of zero with ¢’(0) = 0 and g(0) = 1/I such that

max Ik (Vo (7)) = Ik (9(0)(u + ow)l).

Now we define h: R — R by
h(o) = Ix(g(0)(u+ ow)l) — Ik (u).

We already know that h(0) = 0 and A/(0) = (I (u), w) = 0. If we prove that A”(0) < 0, then there exists o
sufficiently small such that k(o) < 0, or equivalently,

max, Ik(o(7)) = Ik (9(0)(u + ow)l) < Ix(u).

In this way the desired conclusion follows by taking v = 7,. The only remaining condition that needs to be
checked is h"(0) < 0. We have

W0 = (o) = 0 =1) [ 18ar Al = [ (@ <142l de
== DA [ AR e 1 eyt a)ds = [ (@ < 14 200t da
= =0 [ @) e 12 et = [ (@ <12l de
=(p -1\ /Q(e“2 -1+ 2u26“2)w2(m)dac - /Q(e"2 -1+ 2u26“2)w2 dx
— (0~ D)X~ 1) / (€ — 1+ 202" )u? da.

Q

Note that (p’ — 1)A? — 1 < 0 if and only if A} < p — 1. It follows
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Jo [0z + 2N [ 12 dx
07$n'l€IllLIé(Q) Jo 20T (ev? — 1+ 2u2ev?)s da
. (14 23) Jo IVn|? da
0£NEH(Q) [ 2o"7 (e%* — 1 + 2u2e¥®)? da
(1+ %) Jo IV0]? dz
T [yvvE (e — 1+ 2uZe?)3 da
(1+ %) Jo vu(e” — 1) da

1

a Jov(B(e®® —u?))2(e*” — 1+ 2u2ev?)z dx

2 2N
g¢;u+6>,

where in the last inequality, we utilize Lemma 2.15 along with the inequality

A=

IN

2 2

(e" — u2)(e“2 -1+ 2u26“2) > u?(e" —1)%

If (1+ %)2 < @, then (p’ — 1)A\? — 1 < 0 and consequently h”(0) < 0, as desired. O

3 Gradient Systems

In this section we examine the equation
—Au = a(x) u(e“2 — 1)+ pur~lvd, z€Q
—Av = b(x) v(e”2 — 1) +qui~tuP, z€Q

u,v >0, €N
u=v=0, x € 09,

(45)

where Q is a bounded annulus in RY = R¥~! x R and p,q > 2. We shall consider the Banach space
V = H}(Q) N L equipped with the following norm

[l =llwll g ) +llulle-
Let I:V x V — R be the Euler-Lagrange functional corresponding to problem (45), i.e.,

2

I(u,v):%/{z‘Vu\Q dm—i—%/ﬂ\vmz dm—%/ﬁa(x)(e“ —u? —1)dz

1 v 2 - x — ulP|v]? dx
-5 [ Hale ) do— [ JuPp da. (46)

Let

K=K(N-1,1) ={(u,v) € H&G(Q) X H&G(Q) (0 <u=u(st), 0 <v=uw(s,t),
su; —tus <0 a.e. in (AZ, sv; —tvg <0 a.e. in ﬁ} (47)
Thus, we define
Ix = Ug — @, (48)

where ) )
U(u,v) = f/ |Vul|? da + f/ |Vo|? de,
2 Ja 2 Ja
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1 1
D (u,v) = 5/Qa(as)(e“2 —u® —1)dr + 3 /Q b(ac)(e”2 —v? = 1) dx + /Q [ulP|v]? dz,

and W is the restriction of ¥ to K defined by

U(u,v), (u,v)eK

Vielu,0) = { +o0, (u,v) ¢ K.

Theorem 3.1 Let V = H}(Q) N L and K be a conver and closed subset defined in (47). Let a and b be
non-negative continuously differentiable functions that are not identically zero. Assume that the following
two assertions hold:

(i) The functional Ix : V xV — R defined in (48) has a critical point (4,v) € V XV as in Definition 2.4,
and;

(i1) There exists (i, 0) € K such that

—At =a(x) fa(eﬂ2 — 1)+ paP~ o9, 2xe€Q (49)
—AD =b(x) T)(eﬁ2 —1) +qvitaP,  z €.
Then (a,?) € K is a weak solution of the equation
—Au =a(x) u(e“2 — 1)+ puP~lvl, z€Q (50)
—Av = b(x) v(e”2 — 1) +qui—tuP,  z€Q.
Proof: As (@, ) is a critical point of I, we can deduce from Definition 2.4 that
<D¢)(a,’[}), (ﬂ717) - (U,U)> + \IJ(U7U) - \I/(ﬂ76) >0 ) V(U,, U) eV x ‘/7
or equivalently,
(D®(u,v), (@ —u,v —v)) +¥(u,v) —¥(a,v) >0, V(u,v)eV xV,
which implies
1 gl do+ & 52 do — & 2 g — X / 2
5 /Q [Val® dx + 5 /Q |Vo|* dx 5 /Q |Vul® dz 5/, [Vol“dz
< / [cL(Jt:)a(eﬂ2 — 1) + pu” 0] (@ — u) dz
Q
+/ [b(alc)ﬁ(ef’2 — 1)+ qv* '@P] (v —v) dw, Y(u,v) € K. (51)
Q
On the other hand, by (49) we have
/ VaVn de = / [a(ac)ﬂ(e“12 — 1)+ pu”~ "0y dz, Vne€K, (52)
Q Q
and
/ VoV( de = / [a(x)z_)(eﬁ2 — 1)+ qv? '@P]¢ dx, V(€ K. (53)
Q Q
By substituting n =@ — @ in (52) and ( = 0 — 0 in (53), we obtain
/ Vav(a —a) de = / [a(:z:)ﬂ(eﬁ2 — 1) + pu*~ 0] (u — ) d, (54)
Q Q
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and

~2

/ VoV (o —0) de = / [a(z)v(e” — 1) + qv?'@P] (v — ¥) da. (55)
Q Q

Now, setting (u,v) = (@, ) in (51) and considering (54) and (55), we can deduce that

/|Vu|2dac+ /|W|2 d;v—f/|V |2d;v—f/|Vv| dx

< / VaVv(u — ) dx + / VoV (v — 9) dx,
Q Q
from which we conclude
/|V a)]? do + = /|V —0)]? dz < 0.

This implies that (@,?) = (4, ) for a.e. x € Q. Taking into account that (4,7) = (@,?) in (49), we have
completed the proof. O

Lemma 3.2 The functional I satisfies the mountain pass geometry and (PS) compactness condition. More-
over, I has a non-trivial critical point in K.

Proof: Let (uj,v;) be a sequence in K such that Ik (u;,v;) — ¢ € R,¢; — 0 and
(D (uj,v5), (uj,v5) = (u,0)) + W, v) = Uuj,v5) = =€ (u,0) = (ug,05) v, V(u,0) €V (56)
Replacing (u,v) by (ruj,rv;) (r € R) in (56), it becomes

1—72 ws
s By s ) + (=D [ oo (e

+(r—1) /Q [b(z)v;(ev”
< €i(r =D (lusllv+ivilv)- (57)

2

— 1) + pu? ;9 uy da

—1) + qu;* P v da

On the other hand, since Ix (u;,v;) — ¢, we have
1 w2 2 1 v;2 p q
HU,JHHl @ t3 ||’UJHH1 @ — 5 | a@)(e —uj—1)de— 5 [ blx)(e” — v —1)de — | |ujPlv;|? dx
2 Ja 2 Ja Q
<c+1, (58)

for large values of j. Now set 1 < r and 2 — 1 < 4(r — 1). We can take ¢ > 0 such that

4(r —1) <C<r2

Multiply (57) by ¢ and adding up with (58) yields

- 2

1+¢(1—r?) 2 2 1 2 u;? 1 w2 _ 2
) g g il + 7 [t es” =14} o= 5 [ atyes” —a -1 ao
1 2( ;2 q,p L v;° 2 p,q
+Z Q[b(m)vj(e 7 =1) + quiul] dac—é Qb(gc)(e 7 —wvi—1)dx — Qujvj dx
14 ¢(1—r? w2 1 w2
< P gl o s i) + 60 = 1) [ laleduders” = 1)+ pudut) do = 5 [ ato)ens” -1

-|-C(7"—1)/[b(x)v?-(e”i2 — 1) + qujuf] dx—%/ b(a:)(e“j2 —vy —1) dx—/ufvj dx
Q Q
<ct1+4Ce(r = Dlugllv. (59)
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Also as a consequence of the inequality x? (e”‘2 -1) - 2(6”2 — 22 —1) > 0, we can deduce that

1 1
Z/Qa(x)u?(e“fz —1) dx — E/Qa(a:)(euf2 - u? —1)dz >0,
1/ b(:c)vQ(e”fQ —1) dx — 1/ a(ac)(e“j2 —v?—1)dz>0
4 Jq J 2 Jo I -
which, together with (59) and p + ¢ > 4, yields
1+¢(1—1r?)
5l 1y @)+l 7y ) < e+ 1+ Ce5 (= D[l llv +vjllv). (60)

Since all the coefficients on the left-hand side of the inequality are positive due to the choice of (, we can
conclude that

s 13 ) Hl103 I3 0y < €Al v +lvjllv), (61)

for some constant C' > 0. On the other hand, by Theorem 2.9, we conclude that there exists a constant
C > 0 such that

lull ) <llullv < Cllullgye),  Ivlaye) <lvilv < Cllvllm ), (62)

for every (u,v) € K. Therefore we may define a usual equivalent norm for (u,v) € K by

1w, 0)]| = / |Vu|2dx+/ Vo[ da.
Q Q
This, together with (61), implies that
(s )P < C (141 (g 0)]))- (63)

Standard results in Sobolev spaces allow us to conclude, after possibly passing to a subsequence, that there
exist functions u,v € H}(2) such that u; — @ and v; — © weakly in H} (). This, in turn, implies that
u; — @ and v; — ¥ strongly in L?*(Q). By setting u = @ and v = ¥ in (56), and using Hélder’s inequality we
obtain

1 _ _
5(”“1‘|\12L15(Q)*||U||?{3(Q)) + 5(””1‘Hifé(ﬂ)*||”||?{3(ﬂ))

< /Q[a(x)uj(e“f2 — 1) + pub = o?)(a — u;) du + €5]|u; — Ul g o)

+ [ B (e = 1)+ a0 ) de + gl — g
< [latla=le? i+l s = ez + el — g
T ) e 1||Lz+||qv;*-2u§||m} o3 (05 = D)2 + 5105 — By e

|

[ 2 2 _ -
+ | Ib(2) [ Lo [le” — 1| p2+lqv] ||L4||U§L4] lvjllzallv; = ollie + €5llvy — Ol gy o)-

2 —2 . -
la(@)|| Lo lle"s — 1|2 +[lpuf IIU?HL“] l[usllpallug — allLs + €jllug — allmy o)

(64)

Furthermore, since (uj,vj) € K, we can apply the concentration compactness principle for the Trudinger-

Moser inequality in H*(£2), as presented in Theorem 2.9, along with the continuous embedding provided in
Theorem 2.11, and conclude that

liIgSUP(HUj\@I&(Q)ﬂ@ﬁ[&(@) + (ij||?{3(9)*||17“§13(9)) <0. (65)
j—00
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Using the properties of weak convergence, we also obtain
0 < Tim inf ([ 2 ) ~ 153 0)) + (191273 0y~ 1170 213 0

which, together with (65), implies that u; — % and v; — v strongly in Hj (). This completes the proof
of the (PS) compactness condition for the function /. We now verify the mountain pass geometry of the
functional Ix. Tt is clear that Ix(0) = 0. Take (u,v) € K. Then, for any A > 0, we have

2 2 1 2,2
I (Au, o) = X |Vu|? dr + /\—/ |Vo|? do — f/ a(z)(eN — N2 —1) dx
2 Ja 2 Ja 2 Ja

1 2,2
_ 7/ ba) (e — 202 — 1) da — Wq/ (ufP[o]? da.
2 Ja Q

It is now obvious that Ix (Au, Av) < 0 for A sufficiently large. Take (u,v) € K with |[(u,v)|| = p > 0. We
have

1 1 2 1 2
(o) = o)l = 5 [ a@)e —t =1 do =3 [ da)(e” = =1y do = [ ol da
1 1 u? 1 02
> Sl ol = gla@les [ @ < = 1) do = Flbe)le= [ (<0 =1 do [ juPloftda.
Q Q Q

With a method similar to the one used in the proof of Proposition 2.12, we can show that
1
e —a? — 1< Cate” + Zmz ,
Additionally, we can employ Holder’s inequality and the Sobolev embedding theorem to obtain

Juretdo< [ @)t do [ @020 do =ullfa folier <l o).
Q Q Q

As a consequence, it follows that
1 1
() 2 7l 0) I = Cllts, 0) P~y 0) P40 = 07 = Cp* = %0 > 0,

provided p is small enough. If (u,v) ¢ K, then clearly I (u,v) > 0. Therefore the mountain pass geometry
holds for the functional If. O

Proposition 3.3 Suppose Q is an annular domain and (4,9) € K = K(N — 1,1). Then there exists
(u,v) € K satisfying

—Au = a(z)u(e* — 1)+ paP~1od, ze€Q
—Av = b(a)d(e” — 1)+ ¢ @, z€Q (66)
u=v= s X E aQ.
Proof: Let (@,0) € K be fixed. By setting tx(z) = min{a(z), k} and vx(z) = min{0(z),k} for k > 1,
we have 1y, Ux € H'(Q). Observe that the cut off does not affect the symmetry and also preserves the

monotonicity of u and v. Therefore since @, o € H5(Q) have symmetry, we obtain that ty, ox € H5(Q)
and the monotonicity of w, v, u; and v should be the same. Now we shall consider the following problem

—Au = a(z)ig(e™ — 1)+ pil ', z e
—Av = b(a)Tp(e% — 1)+ qol '@l xeQ (67)
u=v=0, x € 0N).

Taking into account the associated energy on H}(£2) and applying standard regularity theory, we can deduce

the existence of a unique solution (ug,vy) of (67), where 0 < ug, vy € HZ(Q) N CH*(Q). We want to show
that (ux,vr) € K. Note that u, = ug(s,t) satisfies the equation

~1 _1 _ 3 .
—uﬁs — u,’ft _m u’; _n ; uf = a(s,t)ﬂk(e“i - 1)+ paf 177,3, in Q, (68)

22



with u, = 0 on (s,t) € 09 \ ({s =0} U{t =0}). We set w* = suf — tu*. Then differentiating w* with
respect to s and ¢, we obtain

wi = uf +sufy —tuf, , wf = —uf — tuf, + suf
and
k _ k k k k _ k k k
Wgs = 2ust + SUggs — tusss ) Wy = 72ust - tustt + SUgty-

These together with a computation from the equation (68) imply that for all (s,t) € Q

b g m-—1, n-1 ,
ss — Wy — S Wg — t wt+

m—1 n—1
w" k

—w = + W = H, (69)

where

H = (™ — 1)(sar — tay) + a(s, t)(202e™ + e™ — 1)(s(iy)e — t(iin)s)
+p(p — V)0l (s(tin)e — t(in)s) + piah  (s(Tk)e — t(Tr)s)-

This problem behaves like a two dimensional problem away from the sets {s = 0} and {t = 0}. Since @ > 0
and it has the same monotonicity as w, it follows that H < 0 in Q. On the portions of o0 corresponding to
{s = 0} and {t = 0}, we have u¥ = 0 and u} = 0, respectively. This is enough to ensure w* = 0 on these
portions of the boundary. We will show that w* < 0 on Q\ ({s = 0} U {t = 0}). For a small ¢ > 0, consider
o(s,t) == (w*(s,t) — €)*. Note that (w*(s,t) — €)* = 0 near dQ. Due to the sufficient regularity of ¢, we
can multiply inequality (69) by ¢ and integrate it over Q, which results in

~1 —1
[ Vet = P (s, + [ = gt (P PR ) dus )
Q Q

- / (w* — )" H du(s,t) <0,
Q

and thus

n—1
s+ 1) du(s,t) <0.

m—1
[ IVaa(wh — 2 du(s,£) + / (wh — e (R +
Q Q S

We can deduce that (w* — €)™ = 0, which implies w* < € for all € > 0 on Q. Consequently, As a result, we
have w* < 0 in SAI, leading to the inequality suf —tu* < 0. Similarly, we can infer svf — tv¥ < 0. Hence, we
conclude that (uy,vy) € K. We now proceed to show that uy and v; are bounded in H'(Q). Using uy as a
test function, it follows from (67) that

A |Vug|? de = /Q [a(x)ﬁk(eﬂi —1)+ pﬂz_lfiz,]uk dx. (70)
On the other hand,
/ [a(m)ﬂk(eﬂi — 1)+ pay 'of, Juy dx
Q

~ =2 1 ~p—1 ~
< IIG(w)IILw(/Qui(eu" = 1% dz)? urllzz + play ol e ux|| 22

~ 72 ~p—1 ~
< Nuwllzz (la(@) | e ]| palle™ = 1| pa+llpag " 2[5 22)
< Cllugll (71)

where we have used Theorem 2.9 in the last inequality. From (70) and (71) we deduce that

lurllFn < Cllull -
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Similarly, for vg, we obtain
vk ll7r: < Cllogll s

These inequalities imply that both ug and vy are bounded. After passing to a subsequences (still denoted
by uj and vg), we may assume that ux — u and v, — v weakly in H*(2) for some u and v. More pre-
cisely, we have u,v € H}(2). On the other hand, since di(eﬂi —1)2 = @2(e” — 1)2 pointwise and the
function y — 3> (ey2 —1)? is increasing, we can apply the monotone convergence theorem to conclude that
Ug, (ef‘i —-1)— 12(6712 —1) in L*(Q). Similarly we have pﬂiilfbk — puP~17). Passing to a subsequence deduce
that up — u in W22(Q). Tt follows that Vuy — Vu in L*(Q), and therefore u¥ — u, a.e. in Q and uf — u,
a.e. in Q. Hence, uf — u, ae. (s,t) € Q and uf — uy ae. (s,t) € Q). Indeed, setting w := su; — tus, we
have w* — w a.e. (s,t) € (AZ, and consequently w < 0 in Q. This implies that su; — tus < 0. Likewise, we
can demonstrate that sv; — tvs < 0, leading to the desired conclusion that (u,v) € K. ]

Proof of Theorem 1.3. By Lemma 3.2 and Proposition 3.3, We can deduce conditions (i) and (ii) in
Theorem 3.1 respectively. This demonstrates the existence of a weak solution for (45). g
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