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Abstract

We shall consider the problem
—Au+ u = f(u), z€Q

u >0, e (1)
ou

o _ Q

ey 0, x € 092,

where  is a bounded annulus in RY (N > 3) and the function f has either the exponential growth by the
means of Trudinger-Moser inequality f(u) = u(e“2 — 1), or is of the power form f(u) = u|u[P~? where p is
supercritical. It is standard that this problem always possess a positive radial solution. Our main goal in
this paper is to prove the existence of a positive non-radial solution for the case f(u) = u(e“2 — 1), and to
prove the multiplicity of non-radial positive solutions for the case f(u) = u|u[’~? when the annulus is thin.
We shall first state our results for a general annulus when the right hand side of (1) is of the form a(x)f(u)
where the function a(x) belongs to a class of sufficiently smooth non-negative functions which enjoys certain
symmetry and monotonicity properties. This class includes the case where the function «a is radial.

1 Introduction
In this paper we study the existence of positive solutions of the Neumann problem given by

—Au+ v = a(z)f(u), xze€Q

u >0, Y (2)
ou
5—0, IE@Q,

where (2 is an annulus in RY(N > 3) and the function a(x) is a non-negative sufficiently smooth function
which has some symmetry and monotonicity properties. When f has a subcritical nonlinearity, one can
utilize a standard variational approach to obtain solutions of (2). In the case of supercritical f, (2) cannot
be treated using standard variational techniques due to the absence of appropriate Sobolev embeddings. We
shall address both cases f(u) = u(e”2 — 1) and f(u) = ulu[P~2. We work on an appropriate convex subset
of H'(Q) where Sobolev imbeddings can be improved due to the monotonicity of the underlying functions,
allowing suitable supercritical nonlinearities to be handled.

In [2], the authors considered a variant of (2) given by —Au+wu = |z|*u? in B; (the unit ball in RY centered
at the origin), with g—;‘ = 0 on 0B;. They employ a shooting method to prove the existence of a positive,
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radially increasing solution for every p > 1 and a > 0. Additionally, they conduct numerical computations
to observe the existence of oscillating solutions.

In [20] Serra and Tilli considered the variant of (2) where a(z) is replaced with a(|z|), @ = By and f(u) is
still a supercritical nonlinearity. They then considered the associated classical energy

B(u) = %/Q(|Vu|2+u2)da:—/ﬂa(m)F(u) dz,

where F'(u) = f(u). To overcome a lack of compactness caused by the supercritical nature of f, they seek
critical points of E over the cone {u € H} ,(B1) : 0 < u,u is increasing}. Their main contribution lies
in demonstrating that critical points of E on the cone are indeed critical points across the entire space.
Subsequently, many other studies have successfully utilized this technique. In [12] Grossi and Noris dealt
with

3)

—Au+ V(|z))u = |[ulP~2u, =€ B
u >0, x € By,

under both Neumann and Dirichlet homogeneous boundary conditions. The authors assume that V(|z|) > 0
and V # 0. Under these assumptions, they prove the existence of a radial solution u, = u,(r) of (3) with

a Neumann boundary condition, where p is sufficiently large. The solution w, satisfies u,(|x|) — ng"ll)) as
p — 00, where G(r, z) is the Green’s function associated with the one-dimensional operator
-N -1
L(u) = —u"———u + V(r)u, u'(0) = /(1) = 0.
r

In [8], positive solutions to equation

—Au+ u = a(®)|ulP?u, z€ B

u >0, T € B (4)

ou

= = 0, x € 8B1,

ov

were obtained using a new variational principle, under the same assumptions as earlier works. Specifically,
they assumed a(x) > 0 and p > 1, and established the existence of nontrivial solutions for a range of
values of p. Notably, in the case of a(x) = 1, their approach allowed them to show that the solution was
nonconstant, which was already a known result. However, their method also enabled them to deal directly
with a supercritical nonlinearity, without requiring any cut off procedures. For further results regarding
these Neumann problems on radial domains see [1, 12, 4, 3, 5, 6, 17].

In [7], the authors examined (2) where (2 is a bounded domain in RY with certain symmetry assumptions,
namely 2 was a domain of m revolution. They assumed that the coefficient a also satisfied some symmetry

conditions. In the case where f(u) = uP~!, which corresponds to a supercritical result when p > 2* := %,
they were able to obtain positive nontrivial monotonic solutions, provided 2 < p < 27 = nleQ for some

m < N. For Neumann problems on general domains see [9, 11, 13, 14, 10, 15, 18, 24].
Throughout this paper, we work with the annulus {2 centered at the origin and having inner radius R; and
outer radius Rs, which is defined as

Q={zcRY:R; < |z| < Ry}

We will begin our discussion by considering the following equation with a Trudinger-Moser exponential

nonlinearity:
2

—Au+ u = a(x)ule —1), z€Q

u >0, z € (5)
ou

Let RY = R™ x R"™ where m,n > 1 and m 4+ n = N. The variables s and ¢ are defined as

si=/a? 4 +a2 t::\/xfn+1+~~+x?\,. (6)



Using these definitions, (2 can be expressed as 2 = {x € RY : R? < s + ¢ < R3}. We denote Q to be the
subset of R? defined by

Q={(s,t) eR?:5>0, t >0, R? < s>+t < R3}.
For our applications we consider problem (5) in the case where a is a continuous function of (s,t) and it

satisfies the following property:

A(m,n) : a = a(x) is a function of (s,t) where s and ¢ are given in (6), and a(s, t) is continuously differen-
tiable function with respect to (s,t) and sa; — tas < 0 in Q.

When there is no confusion we just use A instead of A(m,n). Typical examples of functions a satisfying
A(m,n) are a(xz) =1, and a(z) = |z|* for a > 2.
Our main results related to the Neumann problem (5) are stated in the following two theorems.

Theorem 1.1 Let Q C RY be an annulus domain. Assume that a satisfies condition (A). Then there exists
a positive weak solution to the Neumann problem (5).

In our next result we will show that even when the coefficient a(x) in (5) is radial, the solution obtained in
Theorem 1.1 is nonradial. To illustrate this, we consider the problem

~Au+ u = alz))u(e” ~1), z€Q

u > 0, x €l (7)
%—0 € 00
v v '

with a radial coefficient a(|z|) and show that the solution obtained in Theorem 1.1 does not possess radial
symmetry.

Theorem 1.2 Let u be the solution of (7) obtained in Theorem 1.1. Assume that 3 > N where

B Jo IVO? do + [, ¢? da
= ; :
weH (2)\{0} Jo o da

(8)

Then w is nonradial. In particular, if Ry = R, Ry = R+ 1, then B is sufficiently large for large values of R,
which leads to the existence of a positive weak nonradial solution of (7).

Observe that g denotes the optimal constant in the classical Hardy inequality on the domain 2, which is
attained since {2 does not contain the origin and is not an exterior domain. In addition to our study of
the Trudinger-Moser exponential growth problem, we also investigate the semilinear Neumann problem with
power-type nonlinearity given by

—Au+ u = a(@)|uP?u, z€Q

u >0, x € (9)
@—0 € 9N
5 O x .

We are now list our results regarding the existence and multiplicity of positive solutions for the Neumann

problem (9).

Theorem 1.3 Assume that Q@ C RY is an annulus, and a satisfies (A(m,n)) with n < m and N = m + n.

2(n+1)
n—1

Next we shall prove that the solution obtained in Theorem 1.3 is nonradial when radii Ry, Ry satisfy certain

conditions. To do so, we consider a(x) = a(|z|) is radial, that is

Assume that 1 <p < forn>1, and 2 <p < oo forn=1. Then (9) has a positive weak solution.

—Au+ u = a(jz))|uP~%u, z€Q

u > 0, e (10)
ou

— Q.
£y 0, x €0



It should be noted that for this specific case, problem (10) always have a positive radial solution. The
following theorem will prove that it is also possible to obtain non-radial solutions.

Theorem 1.4 Suppose that N = m + n with m,n > 1. Let u be the solution of equation (10) obtained in
Theorem 1.8. If p > 2 and

where B is the optimal constant in the Hardy inequality given in (8), then u is nonradial.

The following theorem concerns with the existence of multiple positive solutions for (10).

Theorem 1.5 Given a natural number 1 < k < L%J, if 2 < p < oo satisfies 2+ % <p< % when k > 1,

and 2 + % < p when k = 1, then the equation (10) has k positive distinct nonradial solutions. Moreover,
if Ri =R, Ro=R+1, and k = L%j, then for large values of R, the value of B is sufficiently large, which
results in the existence of | 5| distinct positive nonradial weak solutions of (10) when

N
2[5]+2
~ .
5] -1
The paper is structured as follows. In Section 2, we present our main results related to the Trudinger-Moser

exponential growth equation (5). In Section 3, we focus on a semilinear Neumann problem with a power-type
nonlinearity, namely equation (9).

2<p<

2 Semilinear Neumann elliptic problem with a Trudinger-Moser
exponential growth

In this section we deal with

2

—Au+ u = a(z)u(e* —1), x€Q

u > 0, x € (11)
@—0 €00
8V_’ X bl

where 2 is an annulus in RV (N > 3) and the function a(x) is a nonnegative sufficiently smooth function
which satisfies condition (A).
Let us first briefly recall some standard notations from the theory of Orlicz spaces.

Definition 2.1 Let £ : Rt — RT be a conver increasing function such that

£(0)=0= lim &(s), lim £(s) = oo.

s—0+ 5§—00

We say that a measurable function u: Q — R belongs to LS if there exists A > 0 such that

/Rd§<|u(;)|>dx<oo.
lull e :inf{)\>07 /Qg<|“(f)|> de < 1}. (12)

It is standard that ||-||r¢ is a norm. In what follows, we shall fix £(s) = ¢* —1 and denote the Orlicz space
L¢ by £ endowed with the norm ||-|| .

Even though our results are for domains in RY with N > 3, but it is worth noting that the Sobolev embedding
for bounded domains in dimension N = 2 for the Orlicz space £ can be expressed as follows:

We denote then



Lemma 2.2 Suppose O is a bounded domain in R%2. Then

1
lullzio) < EHUHHWO)- (13)
We would like to emphasize that the embedding (13) can be directly inferred from the Trudinger—Moser
inequality, which was proven in [19].
Proposition 2.3 There exists a constant k such that for any domain O C R?

sup / (64”“2 —1)dz <k, (14)
o

HUHHl(O)Sl

The inequality is sharp: for any growth e with o > 4r the supremum is +0o.

We shall consider the Banach space V = H!(Q) N L, and its topological dual as V*. The norm on V and
the duality pairing between V and V* are given by

llullv =llull g @) +lullc,
(u,u™y = / u(z)u*(z) de, VYueV,Vu*eV™
Q

Let I :V — R be the Euler-Lagrange functional corresponding to (11) i.e.,

I(u) = %/Q(|Vu|2 +u?) dr — %/Qa(nc)(e“2 —u? —1) du.

We can decompose I as the difference of two functionals, namely, ¥ and ®, where

2

\11:1/(|Vu|2+u2)dx , @zl/a(m)(e“ —u? —1) du,
2 Jo 2 Jo

and we have
I=U—-&.

Note that @ is a continuously differentiable function on V and ¥ is a proper (i.e. Dom(¥) # () ), convex
and lower semi-continuous. Consider

HY ={uec HY(Q): gu=1u,Yg € G}

where G := O(m) x O(n) where O(k) is the orthogonal group in R¥ and gu(z) := u(g~'x). To solve equations

defined on an annulus Q = {z € RN : R? < s? +t2 < R3}, it is often useful to relate the equation to a new
equation defined on Q= {(s,t) €R%2:5>0, t >0, R? < s> 4+ t> < R3}. By transforming the problem to
a new domain, one can take advantage of its simpler geometry and use techniques that are better suited to
the problem at hand. Assume that u(x) is a solution to the equation

—Au(z) +u(z) = f(z), ze€Q

0 15
au_ 0, x € 08, (15)
v

with f being a function defined on  with the same symmetry as the domain (i.e., for any g € G, we have

gf(x) == f(g~'z)). Then, u can be written as u = u(s,t) and it satisfies the equation

m—1 n—1
—Ugs — Ut — Us —
S t

wtu=f(s,t), in Q (16)

0 ~
with a—z = sus +tuy = 0 on (s,t) € 00\ ({s = 0} U {t = 0}). If u is sufficiently smooth then u, = 0 on

0N {s =0} and uy = 0 on N {t = 0} after considering the symmetry properties of w.



In order to improve compactness, we now define the convex set K as the set of functions which are monotonic
in an angle. More precisely, K = K(m,n) is given by

K=K(m,n)={0<u€c H}:su —tus <0 a.e. in Q}. (17)

Note that we can express (s,t) in terms of polar coordinates as s = rcos(d), t = rsin(f), where r = |z| =
|(s,t)] and 6 is the usual polar angle in the (s,t) plane. Using this representation, we can rewrite the set K
as a set of functions u that satisfy the inequality ug < 0 in

Q= {(6,7) : Ry <r <Ry, 0 € (O,g)}
Let us now introduce the functional Ix(u) : V — (—o0, 4+00] by
Ix = Uy — @, (18)
where ¥ is the restriction of ¥ to K defined by
U(u), uek
\I/ =
x(W) { 400, u¢K.

We will now recall the definition of a critical point for lower semi-continuous functions introduced by Szulkin
[22].

Definition 2.4 Let V' be a real Banach space and ¥ : V — (—o0,+00| be proper, convex and lower semi-
continuous. Let E be a function on V defined by

E:=0-0, (19)

where ® € CY(V,R). A point ug € V is said to be a critical point of E if u € Dom(¥) and if it satisfies the
inequality
(DP(u),u —v) + U(v) —V(u) >0, YveV.

Definition 2.5 We say that E defined in (19) satisfies the Palais—Smale compactness condition (PS) if
every sequence u; such that

e Elu;] - ceR,
o (DP(uy),u; —v) + ¥(v) = V() 2 —¢llv —u;l,  VveV,
where €; — 0, then {u;} possesses a convergent subsequence.
The following theorem by A. Szulkin [22] is a very useful result called the Mountain Pass Theorem.

Theorem 2.6 Suppose that E : V — (—o0,4+00] is of the form (19) and satisfies the Palais-Smale condition
and the Mountain Pass Geometry (MPG):

1. E(0) =0.
2. There exists e € V such that E(e) < 0.
3. There exists some p such that 0 < p <|le|| and for every u € V with ||u|| = p one has E(u) > 0.

Then E has a critical value ¢ > 0 which is characterized by

c=inf sup E(y(7)),
€T 7¢[0,1) ()

where I' = {v € C([0,1],V) : v(0) = 0,v(1) = e}.

Inspired by the variational principle proposed in [16], we prove the following result.



Theorem 2.7 Let V. = HY(Q) N L and K be a conver and closed subset defined in (17). Let a be a
non-negative continuously differentiable function that is not identically zero. Assume that the following two
assertions hold:

(i) The functional I : V — R defined in (18) has a critical point @ € V as in Definition 2.4, and;

1) There exists v € K with @ = 0 on the boundary of Q0 such that
v
AT+ = a(z)a(e” —1),
in the weak sense, i.e.,
/ VoVn dx +/ ondr = / a(x)ﬂ(e’_‘2 —1)ndz, VneV. (20)
Q Q Q

Then u € K is a weak solution of the equation

—Au+ u = a(ac)u(e“2 -1), z2€Q

ou (21)
— =0, x € 0N.

ov

Proof: Since @ is a critical point of I, it follows from Definition 2.4 that
(D®(u),u —v)+¥(v)—T¥(a) >0, Yvel,

which means

1 1 _

— [ Va2 +a?dx — = | |[Vv]? +0% dx < / a(av)a(e"2 —1)(u—wv)dz, YveK. (22)
2 Ja 2 Ja Q

On the other hand, by (ii), there exists ¥ € K satisfying (20). Thus, by substituting n = @ — ¥ in (20) one
gets

=2

/Q VoV (i — 7) d + /Q o — 9) da = /Q a(2)a(e™ — 1)(i — 7) da. (23)

Now by setting v = v in (22), and taking into account the equality (23) we obtain that

1 1
7/\Vﬁ|2+ﬂ2dx—f/|V6|2+172d33§/V@V(ﬂ—@)dx+/17(a—17)dx,
2 Ja 2 Jo Q Q

from which we deduce L 1
~ [ |Va— Vo)? dx+—/ | —o|* dz <0, (24)
2 Ja 2 Ja
which implies that @ = v for a.e. « € Q. Taking into account that @ = v in (20) we have that @ is a weak
solution of (21).
|
Our approach to prove the main result in this section involves applying Theorem 2.7. In order to demonstrate
the validity of condition (i) in this theorem and proof of the existence of a critical point for the nonsmooth
functional Ik, we will begin by establishing the following theorems, which provides important insights into
the problem at hand. Hereafter C' will denote a positive constant, not necessarily the same one.

Theorem 2.8 For N > 3, let Q be an annular domain in RY = R™ x R”, wheren = 1 and m = N — 1.

Then for every a < 4m, we have

sup /(eo‘“2 —1) dz < oo, (25)
Q

u€K, ”uHHl(Q)Sl

where K = K(N — 1,1) is a convex and closed subset of H'(Q) defined in (17). In particular we have
KnHY Q) CV.



Proof: To prove the statement, we make use of polar coordinates (s,t) = (rcosf,rsinf) and write the
integral in terms of r and 6. For a given function u = u(s,t) € K, the integral becomes

ks Ro
/(eo‘“2 —1)dx = C/ (eo‘“(s’t)2 —1)sVN 2 ds dt = 0/2 / rN=2 COSN_Q(Q)(eau(T’G)2 — 1) r dr db.
Q Q 0 JRy
7r

If we choose 6 € %’

au(r,0)?

5], since 0 — e is monotone, we obtain that

z Re 2 z Re ™ w2
/ / N2 cosNT2(0) (e — 1) ¢ dr df < / / V=2 cos™N 2 (0 — Z)(eau(rﬂ—z) —1)r drdb
3 /i 3 i

T R 2
< / / V2 cosN*2(9)(ea“(r’9) — 1) r dr db,
13 YR
and therefore
Bl R 2 5 Rz 2
/ / V=2 cosN*2(0)(eo‘“(’"’a) —1)rdrdf < 2/ / rN—2 cosN*2(9)(e°‘“(’”’9) — 1) r dr do.
0 R1 0 Rl

On the other hand,

usy R2
/3 / V=2 COSN_Q(H)(eo‘"(’“’a)2 —1)rdrdd= / (ea“(s’t)z — 1)5N_2 ds dt, (26)
0 Ry {Q,s>6}

for some positive constant § > 0. By setting O = {(AZ, s >} we have that
1> Hu||%,1(m = C(m,n)/ﬁ(u?+u§+u2)sN’2dsdt
> C(m,n)/o(uf +u? +u?)sN 2 dsdt
> C(m,n)éN_2/ (uf +u? + u?) dsdt.

(@]

Therefore, we have that

1
2 2 2
Looking at the term on the right hand side of (26), and applying Proposition 2.3, we have
/ (eo‘“(s’“2 —1)sV 2 dsdt < C/ (eo‘“(s’t)2 —1)ds dt < oo,
{Q,s>6} @)
due to the inequality (27). This completes the proof. (Il

Theorem 2.9 For N > 3, let Q be an annulus in RY = R™ x R™. Assume that n < m and

2(n—|—1).

1<p<
sp n—1

Then the imbedding K(m,n) C LP(Q) is compact with the obvious interpretation if n = 1.

Proof: We shall show that || v |- < C(|| w ||z2 + || Vu ||12) for all w € K. We write (s,t) in terms of polar
coordinates s = rcos# and t = rsinf. Then for u = u(s,t), we have

3 [Re
/A lu(s, t)|Ps™ 1" ds dt = / / ™ cos™ ()L sin™ () u(r, )P r dr df.
a 0 JR:



If we choose 6 € [z, g] we see that there exist some constant C' such that sinf < C'sin(§ — Z) Since

6 — u(r, ) is monotone, we obtain that

and therefore
3 R
/ / ™ cos™ (@)™ sin™ " (0)u(r, 0)P r dr df
0

ki Ro
< C’/3 / ™ cos™ 1 (0)r™ ™ sin™ () u(r, 0)P r dr db.
0 JR,

On the other hand,

5 R
/ / ™ eos™ 1 (0)r" T sin™ () u(r, )P r dr df = / lu(s, t)[Ps™ 1"t ds dt,
0 JR, {Q,s>6}

for some positive constant § > 0. We can bound the right hand side above by

/ s, )Ps™ 4" ds dt < C (s, )P ds dt.
{Q,5>4} {Q,5>4}

Then by a change of variable ¢ = |y| we obtain

/ lu(s, t)[Pt" ! ds dt = / |u(s,v)|P ds dy,
{Q,s>6} {1,5>6}

where Q1 = {(s,y) : (s,]y]) € Q} CR" . Ifp < 2(n7—|—11) then
n—

(/ lu(s,y)|P ds dy)
{Q1,5>0}

SN

= C/ (IVu(s, y)|> +u(s,y)?) ds dy
{Q1,5>6}

< C/ (|Vu(s, t)|? + u(s, t)?) t" " 1s™ lds dt
{©,s>6}

< C'/A(|Vu(57t)|2 +u(s, t)?) t" 1™ ds dt
0

SC’/(|VU\2+U2) dx
Q

= CHUH%P(Q)'

we can now proceed with verifying the validity of condition (i) in Theorem 2.7.

Lemma 2.10 Let K = K(N — 1,1). The functional Ix defined in (18) fulfills both the mountain pass
geometry and (PS) compactness condition.



Proof: First recall that K is a convex cone in H;(Q) that is weakly closed. By applying Theorem 2.8, we

can conclude that there exists a positive constant C such that
lullzrr @) <llullv < Cllullgi), Yue K.
Now, suppose that u; is a sequence in K such that Ix(u;) = c € R,e; — 0 and
(D®(uj),uj —v) + U(v) — U(u;) > —¢jllv —ujlly, YoeW
Replacing v by ru; (r € R) in (29), it becomes

1 —7“2 wi?
e + = 1) [ ale)den” — 1) do < e = Dl

On the other hand, since I (u;) — ¢, we have

1 1 2
§||uj||§{1(m ~3 /Q a(x)(e™ — u? —1)der<c+1,

for large values of n. Now set 1 < r and 72 — 1 < 4(r — 1). We can take ¢ > 0 such that

< (<

4(r—1) r2—1

Multiply (30) by ¢ and adding up with (31) yields that

1 + C 1 — 7'2 u»2 1 w2
%Hu”il(m +¢(r — 1)/Qa(x)u?(e i —1)dx — §/Qa(a:)(6 i — u? —1)dx
< e+ 14 Ce(r = 1lluyllv.
The choice of ¢ implies that

1+¢(1 —7“2) 1 w2 1 w2

f””j“%l(g) +t3 /Q a(m)u?(e i —1)dx — i/ﬂa(:ﬂ)(e i — u? —1)dzx
1 1—7r? 1

< #Huﬂ%lm) +¢(r— 1)/ a(z)u?(e“f —1)dzx — 5/ a(z:)(e“j2 - u? —1) dz.

Q Q

Also as a consequence of the inequality z2(e”” — 1) — 2(e® — 22 — 1) > 0, we can deduce that

2 1

1 2/ u; uy? 2
Z/Qa(x)uj(e g fl)dxfE/Qa(x)(e i —uj—1)dr >0,

which, together with (32) and (33), gives

1+ ¢(1—1r?)

5 |71 ) < ¢+ 14 Cej(r = Dluglv.

(28)

(33)

(34)

Since all the coefficients on the left-hand side of the inequality are positive due to the choice of (, we can

conclude that
il @) < COHullv),
for some constant C' > 0. Since u; € K, we can conclude, based on (28), that

|71 ) < CO+uyllar@)-

(35)

(36)

Standard results in Sobolev spaces allow us to conclude, after possibly passing to a subsequence, that there
exists a function @ € H'(Q) such that u; — @ weakly in H'(2). This, in turn, implies that u; — u strongly

10



in L2(Q2). Also by Theorem 2.8 we have that 4 € K. By setting v = @ in (29), and using Hélder’s inequality
we obtain

2

1 ) . )
5(||Uj||?11(Q)—IIUH?11<Q)) < /Qa(w)uj‘(e 7= 1)(u - uy) do + €lluj — Ul
w? _ _
<lla(@)|[zelle®s = 1[r2llu;(u; — )|z + €;llu; — allar (o)
u? _ _
<lla(@)llL=lles = L zzllusllpalluy — lls + €;llu; — @l g (a)- (37)

Furthermore, by the Trudinger-Moser inequality in H'(Q) presented in Theorem 2.8, along with the contin-
uous embedding in Theorem 2.9, one can derive that

sup/ (e"j2 —1)? dx < 0.
Jjz1JQ

Hence, from (37), we can conclude that

1if_ILSUP(||UjH%Il(n)‘”ﬂnﬁfl(g)) <0 (38)
J o0

Using the properties of weak convergence, we also have
0 < liminf(||u; || F1 )=l all7r o))

which together with (38) implies that u; — @ strongly in H'(£2). This completes the proof of the (PS)
compactness condition for the function I,. We now verify the mountain pass geometry of the functional I .
It is clear that Ix(0) = 0. Take w € K. Then, for any A > 0, we have

2

1 2,2
I (\w) = %/ﬂ(|Vw|2 + w?) dr — 3 /Qa(a:)(e)‘ Wt \2w? — 1) da.

It is now obvious that Ix(Aw) < 0 for A sufficiently large. Take u € K with ||u|| g1 = p > 0. We have

1/(|Vu|2—|—u2) dyc—l/az(ac)(eu2 —u? —1)dr
2 Ja 2 Ja

1 9 1 w2 1.5
ZHuHHl - 51//9 [e" — (1+ g)u —1] da,

where v =||la(z)||L~. Note that

o1, 1, 5 1
lim g le” — (4 g e~ 1) =5,
and also
2 1 2
e (1+ 21/):10 < Ce™
for some constant C' > 0. Therefore we obtain
2 1 2 x2
= _ (1 T \2 1< 3, % Y .
e 1+ 21/):3 < Cz’e W

As a consequence, it follows that

IK(U)

Y

1 1 1 1
Sl + gl = SvClule( [ e d)?
Q

1 1 1
a3 = svCllulfs( [ €2 du)?.
4 2 o

v

11



We may now apply Theorem 2.8 and Sobolev imbedding, to conclude that

1 1
Tic(w) 2 g llull3n = Cllullyn = 37* = Co* >0,

provided p is small enough. If u ¢ K, then clearly Ix(u) > 0. Therefore the mountain pass geometry holds
for the functional I}. O

In the following proposition, we shall prove the invariance property of the equation (11) with respect to the
convex set K = K(m,n).

Proposition 2.11 Let N = m +n with m,n > 1. Suppose Q@ C RN is an annular domain, a € A(m,n) and
u € K(m,n). Then there exists v € K(m,n) satisfying

—-Av+ v = a(yg)u(e”2 -1), 2€Q
ov
a = 0, HAS BQ,

(39)

in the weak sense.

Proof: Let u € K be fixed. By setting uy(z) = min{u(x),k} for k > 1, we have ux € H'(2). Observe
that the cut off does not effect the symmetry and also preserves the monotonicity of u. Therefore since
u € HL(Q) has symmetry, we obtain that ux € H}(Q2) and the monotonicity of u and uj should be the
same. Now we shall consider the following problem

—Av+ v = a(@)ug(e —1), z€Q
v
— =0 0.
o , HAS

Taking into account the associated energy on H} () and using the standard regularity theory we can deduce
the existence of a unique 0 < v* € HZ () NCH*(2) which solves (40). We want to show that v* € K(m,n).

Note that v¥ = v¥(s,t) satisfies the equation

(40)

m—1 n—1 ~
71}53 - vft - ’Uf - t Uf + Uk = a(57t)uk(eui - 1) m Qv (41)
s
: ‘%k_ k k_ 90 _ _ k _ ook k Tt ot
with 5y = U +tvy =0on (s, t) € I\ ({s =0} U {t =0}). We set w* = svf — tv¥. Then differentiating
w® with respect to s and ¢, we obtain
wf = vf + svfs — tvfs , wf = fvf — tvft + svft
and
k k k k k k k k
Wgs = 21}375 + SVUsss — tvsss ) Wiy = _2vst - tvstt + SVt

These together with a computation from the equation (41) imply that for all (s,t) € {2

—wé‘s—wft—m_lwg—n_lwf—i—m;lwk—i—n_zlwk—&—wk:H (42)
t s t
where

H= uk(e“i —1)(sas —tas) + a(s7t)(2uie“i + etk — 1) (s(ug)e — t(ug)s)-
This problem behaves like a two dimensional problem away from the sets {s = 0} and {t = 0}. Since u; > 0
and it has the same monotonicity as u, it follows that H < 0 in Q). We now turn our attention to what
happens along the dQ). On the portions of 98 that correspond to {s = 0} and {t = 0} we have v¥ = 0 and
vF = 0, respectively. This is enough to ensure w* = 0 on these portions of the boundary. Furthermore, on
the remaining portion of dQ we have

k
w ,
e sw’; + twf = svf + szvfs - stvfs - tvé‘ - tzvft + stvft
= s(vf + suf + togy) — H(svf, + 0] + tog,)
ok ok
=s(=—)t —t(—=—)s =0.
( v Je =¥ ov )s

12



For € > 0 small consider ¢(s,t) := (w¥(s,t) — €). Let du(s,t) = s™ 1"~ dsdt and note that
L1 stw = 0 du(ss0) = [ Faw) T = 9 dGst)
- / A (W) — ) du(s, 1)
)

m—1 n—1 Wk

—/A(wk—e)Jr( wf+ ; )du(s t)
Q S

owk
+ /aﬁ(wk — 6)+W du(s,t), (43)

Ow*
from which together with the fact that (w*(s,t) — €)* = 0 near {s = 0} U {t = 0} and 6& = 0 on the
v

remaining portions of 85\27 we obtain
L 19atet = dts
-1, n-1

= [ =Bt = o dutent) = [ =t (b

S t

wf) du(s, 1), (44)

Multiplying inequality (42) by ¢ and integrating it over 0 yields that

At = O dus,t) — [ (¥ = 0 (Tl k) duGs,

o
-1 -1
+/(wk—e)+(m2 w4+ = 2 wh +wF) du(s,t)
o s

= /A(wk — )" H du(s,t) <0.
Q

o

Therefore, we have

/ﬁ Vo s(wF — ) 2 du(s, 1) + /§<w’f — o (

thereby giving that

-1 -1
m2 wh+ e wk +w") du(s,t) <0,

S

m—1 n—1
L 1Pantt = P duts )+ [ [ = (g + T 1) du(snt) <0

We can conclude that (w* — )™ = 0, and hence w* < € holds for all € > 0 on . As a result, we have w* < 0

in Q, which implies that v* € K(m,n). We now proceed to show that v* is bounded in H'(€2). Using v* as
a test function, it follows from (40) that

/ |VoP|? dx —|—/ |v¥|? do = / a(x)uk(e"i — 1) da. (45)
Q Q Q
On the other hand,

/Qa(x)uk(e“i — 1)vk dz <|| a(x) || L (/Quz(e“i —1)%4d )5 I vk I z2

2
<Ila(x) [l lluelpalle™ = 1llze || o~ |22
<C | o* i, (46)

where we have used Theorem 2.8 in the last inequality together with the fact that v* € K. From (45) and
(46) we deduce that

I i< C N " i,
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which implies that v* is bounded. After passing to a subsequence (still denoted by v*), we may assume
that v¥ — v weakly in H'(Q2) for some v. More precisely, we have v € HA(£2). On the other hand, since
ui(e“i —-1)2 - uz(e“2 — 1)2 pointwise and the function y — yz(ey2 — 1) is increasing, we can apply the
monotone convergence theorem to conclude that uy (e“i -1)— u(e“2 —1) in L?(€2). Passing to a subsequence
deduce that v* — v in W2’2(Q). It follows that Vu*F — Vo in L2(Q2), and therefore v¥ — v, a.e. in Q and
vF — v a.e. in Q. Hence, v¥ — v, ae. (s,t) € Q and vF — v a.e. (s,t) € Q. Indeed, setting w = sv; — tv,,
we have w* — w a.e. (s,t) € (2, and consequently w < 0 in €. This implies that v € K(m,n), as desired. O

Proof of Theorem 1.1. Let K = K(N — 1,1). From Lemma 2.10, we can conclude that the function Ij
satisfies both the mountain pass geometry and the (PS) compactness condition. Consequently, by applying
Theorem 2.6, we obtain that Ix possesses a non-trivial critical point @ € K. Therefore, condition (i) of
Theorem 2.7 is satisfied. Furthermore, condition (ii) in Theorem 2.7 can be verified using Proposition 2.11.
This completes the proof of the existence of a weak solution for (11). O

Now we shall prove that the solution obtained in Theorem 1.3 is nonradial provided a(x) = a(|z|) is a radial

function, that is
2

—Au+ u = a(jz])u(e*” = 1), ze€Q

u >0, z € (47)
ou

Before proceeding with the proof, we need to cover some preliminaries. Consider the variational formulation
of an eigenvalue problem given by

= inf {/¢ d9/ )do =1, / e dazo}, (48)
ver},.0.3) L Jo

where w(f) = cos™ () sin" ! (0) and suppose 1 satisfies the minimization problem. Then (u1, 1) satisfies

~00(w(B)1(6)) = pw(@)i(6). 0 € (0,5)
1(0) >0, 0ec(0,%) (49)
H0) =¥ (3) =0,

and note (141, 11) is the second eigenpair, the first eigenpair is given by (o, ¥o) = (0,1). An easy computation

shows that
w1 =2N, 1(0) = % — cos(20).

Let us recall the definition of the best constant in Hardy inequality for the domain €2,

. Jo IV? da —|— f P2 da:
veH (@)\(0) Jo 125 d

We are now ready to prove the existence of a non-radial solution.

Proof of Theorem 1.2. Assuming by contradiction, the solution u of (47) obtained in Theorem 1.1 is a
radial function. Note that I (u) = ¢ > 0 where the critical value c is characterized by

c=inf sup I ,
€T 7¢[0,1] (m)

where I' = { € C([0,1],V) : 4(0) = 0 # ~(1), Ix(y(1)) < 0}. We claim that there exists some element
~ € I" such that

I (y(1)) < Ik(u), V71e€[0,1].
This implies that

¢ < max Ix(y(7)) < Ik (u),
7€[0,1]
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which contradicts Ix (u) = ¢. Now to prove our claim, set v(r,0) = u(r)y(f) where ¢(0) = % — cos(20)

being the solution of (49) with g3 = 2N. Let [ > 0 be such that I ((u + ov)l) < 0 for all |o| < 1. Consider
Yo (1) = 7(u + ov)l.

We have ~, € T for all |o| < 1. Moreover, there exists a unique twice differentiable real function g on a small
neighbourhood of zero with ¢’(0) = 0 and g(0) = 1/I such that

max L (30(7)) = Lic(9(0) o + av)).

Now we define h : R — R by
h(o) = Ik (g(o)(u+ ov)l) — Ik (u).

We already know that h(0) = 0 and A'(0) = (I (u),v) = 0. If we prove that h”(0) < 0, then there exists o
sufficiently small such that k(o) < 0, or equivalently,

max Tk (70 (7) = I (9(o)(u + ov)l) < I (u).

In this way the desired conclusion follows by taking v = 7,. The only remaining condition that needs to be
checked is

R (0) = (I} (u);v,v) = /(|V1}|2 +0?) do — / a(|x|)(e“2 -1+ 2u2e“2)v2 dx < 0.
Q Q
To do this, we aim to show that M (u,v) < 0, where M (u,v) is defined as
M(u,v) = /A(vz + v +o%)sm T ds dt — /A a(s’?t)(e“2 -1+ 2u26“2)v25m_1t”_1 ds dt.
o) 0)

By writing M (u,v) in polar coordinates, we get

M (u,v) / / (1/}2 u? +u?) + ui@é/? - a(r)(e“2 -1+ 2u26“2)u2w2) rN=lw(0) dr db.

2

where w(#) = cos™ () sin" " *(#). If we consider the equation —Au + u = a(r)u(e® — 1), then we have

R2 R2 2
/ (u? +u*)rN "l dr = / a(ryu®(e” — 1)rN =1 dr. (50)

Ry Ry

and therefore

M (u,v) / / 2¢/2 a(r)u4e“2¢2)7‘N_1w(9) dr do.

By definition of 3 = 2N in (48), we can simplify the above expression to obtain

YO I A s 16 2N L) dr do
u,v) = ) (2 2 — 2a(r)u’e z/;)r w(6) dr

%R2ﬂ2 2\,12 4, u? 2\, N-1
§/0 /Rl ( 3 (uZ +u?)Y? — 2a(r)ute” ?)r "w(0) dr df, (51)

where § is the best constant in Hardy inequality. Putting this together with (50) gives

M(u,u)g/o / %2(2;;( —1)—2u26“2>7"N1w(0) dr do. (52)
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It should be noted that the inequality A(e“2 -1) < 2u%e*” holds for every A < 2. Thus, the assumption N < 3
implies M (u,v) < 0, which completes the proof that the solution is non-radial. We will now show that 8 can
be sufficiently large for large values of R when Ry = R, Ro = R+ 1. Set Qr:={r e RN : R< |z| < R+ 1}

and : :
n fQR |V1/J| dm+fQRw de
R = .
YeH (Qr)\{0} fQR % du

Br

It suffices to show that — — C' as R — oo, for some constants C. Note that Sg is attained at some wg

that is radial. More precisely, wg solves the equation

~A(wr(x)) +wr(r) = 2580 i g

53
&UJ = 0, n 8QR. ( )
v
Setting vr(r) = wgr(R + ), we obtain
N -1 B8 .
—vh(r) — i Tvﬁ%(r) = [ﬁ —1Jog(r), in 0<r<l, (54)

and
05 (0) = (1) = 0.

We may assume that maxjjvg = 1, by normalizing, which implies that vr is a bounded sequence. Let
» € C(0,1) be fixed. Set @(r) = ¢(r — R). Then

R _ _ _ _
i M@ P+ PN dr [l P 4 @I (R A )N de

R+1 ¢ 1 2
fR+ Z2pN=1 dr Jo wrpE(R+DN 1t

Br < < C(R+1),

for some constant C. This implies that, there exists a subsequence r, and 3 € R such that s - 8.
On the other hand, v,, = vg,, is bounded, so that by passing to a subsequence if necessary, there is some
v > 0 such that v,, — v in C%°[0,1]. Therefore, by passing to the limit in (54) we get that v satis-
fies —v”(r) = (B — Vv(r) in (0,1) with v(0) = v(1) = 0 and sup(g,;y v = 1. It is now obvious that

v(r) = cos(mr — %) and f = m% 4+ 1. This in fact shows that 3 is sufficiently large for large values of R, as

desired. O

3  Supercritical elliptic problems
In this section we examine the equation

—Au+ u = a(@)|ulP?u, z€Q

u >0, x € (55)
@—0 € 00
ov v ’

where () is a bounded annulus in RY = R™ x R™ and p > 2. Here we assume that a € A(m,n) and n < m.
We shall consider the Banach space V = H(Q) N LP(Q) equipped with the following norm

ull =llull @)+l Lro)-

Let I :V — R be the Euler-Lagrange functional corresponding to problem (55), i.e.,

I(u) = %/Q(|Vu|2 +u?) dr — %/Qa(x)\mp dz.
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Let
K=K(mn)={0<ue HLNL(Q): su; — tus <0 a.e. inQ}. (56)
In this case the Euler-Lagrange functional corresponding to (55) restricted to K is
Ix = Vg — @, (57)

where ) )
U= f/(|Vu|2+u2)dx , <1>=7/ a(@)|ul? dz,
2 Jo P Ja

and WU is the restriction of ¥ to K defined by

CCR

To prove Theorem 1.3, we will utilize a modified version of Theorem 2.7 applicable specifically to our problem
(55).

Theorem 3.1 Let V.= H'(Q) N LP(Q) and K be a convex and closed subset of V defined in (56). Let a
be a non-negative continuously differentiable function that is not identically zero. Assume that the following
two assertions hold:

(i) The functional I : V — R defined in (57) has a critical point @ € V' as in Definition 2.4, and;
ov

(i1) There exists v € K with 3
v

0 on the boundary of Q0 such that

~ATD+v = a(x)aP~?

S

b
in the weak sense.

Then there exist i € K such that I(4) > 0 and 4 is a weak solution of the equation (55).

Since the proof follows by a similar strategy as that of Theorem 2.7, we omit it for brevity. We employ
Theorem 2.9 to verify condition (i) in Theorem 3.1 and establish the existence of a critical point for the
non-smooth functional Ix in the following lemma.

Lemma 3.2 The functional Iy, satisfies the mountain pass geometry and (PS) compactness condition. More-
over, Ik has a non-trivial critical point in K.

Proof: Suppose that u; is a sequence in K such that Ix(u;) = ¢ € R,e; — 0 and
(D®(uy),uj —v) — ¥(v) — ¥(u;) > —¢llv —ujlly, YveW. (58)
Replacing v by ru; (r € R) in (58), it becomes

11—
gl + = 1) [ el do < e = Dl (59)
On the other hand, since Ix(u;) — ¢, we have

1, 1 )

§||Uj||H1(Q) A a(@)lu;|P de < c+1, (60)
for large values of n. Now set 1 <7 and 72 — 1 < p(r — 1). We can take ¢ > 0 such that

_ 1
p(r—1)

< (< .
¢ r2 —1
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Multiply (59) by ¢ and adding up with (60) yields that

1+¢(1—72)

1
5 sl s @) + [S(r = 1) = m /Q a(@)u;” dz < e+ 1+ Cej(r = Dljug]lv- (61)

Now from the choice of (, all the coefficients in the left-hand side of the latter inequality are positive, thus
we have

sl ) < CA+lusllv), (62)

for some constant C' > 0. Moreover, since K is a weakly closed convex subset in H!(Q) and also according
to Theorem 2.9,compactly embedded in LP, there exists a constant C such that

[ullmr @) <llullv < Cllullgi@), Yu € K,

which, together with (62), imply that u; is bounded in H L. Tt follows, by a standard result in Sobolev spaces,
after passing to a subsequence (still denoted by u;), that there exists 4 € H'(£2) such that u; — @ weakly
in H'(Q2) and u; — u a.e.. Also, again by Theorem 2.9, from boundedness of {u;} C K in H'(Q), one can
deduce that the strong convergence of u; to @ in L”. By setting v = @ in (58), and using Hélder’s inequality
we obtain

%(HujH%{l(Q)_”ﬂH%{l(Q)) < /Qa(x)|uj|1’—1(uj — u) dz + €jlju; — ullv
<lla(@) ||z lluj 172 lug = all e + ¢jllug =l
Therefore,
tsmsup(fu 1 )~ Nl ) < 0 (63)
Also, the properties of weak convergence implies that
0 < liminf([lu; 7 @) = |l (),

which together with (63) yield that u; — @ strongly in V. This completes the proof of the (PS) compactness
condition for the function Ij. Verifying that the mountain pass geometry holds for the functional I is a
straightforward process. Now by virtue of Theorem 2.6, we can deduce that the functional I'x possesses a
non-trivial critical point u € K. O

In the following proposition, we demonstrate that condition (ii) of Theorem 2.7 holds, which is necessary to
establish the effectiveness of the variational approach.

Proposition 3.3 Let Q be an annulus and a satisfies condition (A(m,n)). Suppose u € K(m,n). Then
there exists v € K(m,n) satisfying

—Av+ v = a(x)uP™l, ze€Q

64
@:0, x € 09, (64)
ov

in the weak sense.

Proof: By setting ux(z) = min{u(z),k} for k > 1, we obtain u, € H*(Q). It should be observed that
up € Hé(Q) and the monotonicity of u and uy are the same. Now we shall consider the following problem

—Av+ v = a(z)uP™t, €
0 65
v _ 0, x € 0N (65)
v
Taking into account the associated energy on H}(Q2) and using the standard regularity theory, we can de-
duce the existence of a unique 0 < v* € HZ(Q) N C1*(Q) which solves the equation (65). Following the
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same argument as in the proof of Proposition 3.3, it is easy to see that that v* € K(m,n) and possesses
boundedness. Passing to a subsequence (still denoted by v*), we may assume that v¥ — v weakly in H'(f2)
for some v € HA(Q). On the other hand, since p/(p — 1) = p, we may use ui_l — uP~ in LP'(Q) and,
after passing to a subsequence, deduce that v* — v in WQ”’/(Q). It follows that VoF — Vo in LP' (Q), and
therefore v¥ — v, a.e. in Q and vF — v, a.e. in Q. Hence, v* — v, ae. (s,t) € Q and vF —vpae. (s,t) € Q.
By defining w := sv; — tv,, we have svf — tv¥ — w a.e. (s t) € ©, and thus w < 0 in Q. This gives the
desired monotonicity of v and hence v € K (m n). O

Proof of Theorem 1.3. Note that conditions (i) and (ii) in Theorem 2.7 follows from Theorem 2.9 and
Proposition 3.3 respectively. This proves the existence of a weak solution for (55). O

Now we discuss the case when a(x) = a(|z|) is radial, that is

—Au+ u = a(jz))|ulP7?u, z€Q

u >0, z € (66)
ou

- Q.
£y 0, x €0

We shall show that the solution obtained in Theorem 1.3 is nonradial.
Proof of Theorem 1.4. Assuming, by contradiction, that the solution u of (66) obtained in Theorem 1.3

is a radial function, we can follow a similar approach as in the proof of Theorem 1.2. The only remaining
condition that needs to be checked is

h"(0) = (I (u);v,v) = /Q(|Vv|2 +v%) dr — (p — 1)/Q |a(\z|)u|p7202 dx < 0.

We proceed to do this by showing M (u,v) < 0, where
M (u,v) = /A(vg + v +0?)sm T ds dt — (p— 1) /A a(s, t)uP~2%sm 1" ds dt.
o) o)

By writing M (u,v) in polar coordinates, we get

3 rR2 I
M) = [ [ (v ) + S = o= Vel )N u0) ar o,

where w(#) = cos™1(#)sin" ! (#). If we consider the equation —Au + u = a(r)uP~!, then we have

Rz R2
/ (u? +u?)rN 1 dr = / a(r)uPrN =1 dr.

R1 Rl

and therefore

Ro / 7 R
M (u,v) / / 2¢ i Lw(8) dr df — (p — 2)/ / P2 (u? +u?)rN " w(0) dr df.
0 Ry

Combining this with the definition of p; = 2N in (48) implies that

M (u,v) ul/ /R2 2¢2 Yw(0) dr df — (p — 2 / / (u2 + u?)rN"1w() dr do

:/0 [vh(0) 2w ()d9< /:2 1;2 N dr — (p—Q)/Rl (ur—l—uZ)rN_ldr). (67)
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We deduce from definition of 3, the best constant in Hardy inequality, that

R2
B—TN Ldr < / (u? 4 u?)rN =1 dr.

Ry Ry

Putting this together with (67) gives

s

2 Ro Ro
M<“7U)§/O | ( <Mﬂl wlrN "l dr — (p —2)/ (u? +u?)rN ! dr)

R1 Rl

_[F : N1 g (2N
_/0| cl¢9/R1 (u? +u?) dT(B (»— 2))<O.

This completes the proof. O

The existence of distinct solutions in Theorem 1.5 can be demonstrated by selecting different decompositions
of RN =R™ x R”
2k+2 _ 2n+2

Proof of Theorem 1.5. Let RV = R™ x R” with n < k. By doing so, we obtain - < ] which
_ n—
implies that
2n+2
< .
n—1

Now, we can apply Theorem 1.3 and deduce that for each n € {1 ., k} there exists a solution of the form

Um,n = Um (S, t) where s = /a3 + -+ 22, and t = \/ R x%;. Furthermore, since p—2 > /3 , we

obtain from Theorem 1.4 that the solutions u,, ,, are non-radial. Now we shall prove the distinction between
non-radial solutions for different values of n and m. Let 1 <n < n’ < L%J andset m=N—-n,m =N —n/.
Suppose U, € K(m,n) and wy,» € K(m/,n’) are the non-radial solutions obtained in Theorem 1.3,

corresponding to the decomposition of RY into R™ x R™ and R™ xR™', respectively. Assume by contradiction
that W, n(s,t) = Um/ (8, ") where

s=/zi+ - +ad, t=\/x72n+1+..-+q;?v,
s'=/zi+ -+, t’:\/f'f?,u+1+---+x?v~

Assuming z; = 0 for i # 1,m’' + 1, we have s = /2 + 22,1, t =0, s’ = |x1]| and t’ = |z, 1]. Therefore,

um,n(\/ xy + xgn'-',-po) = U/ (|21, [T 1)

It follows that w,, , is a radial function, which is a contradiction. This completes the proof of the fact that
the equation (9) has k positive distinct nonradial solutions. By using similar arguments to those in the proof
of Theorem 1.2, it is possible to observe that 8 can be made sufficiently large for large values of R when
Ry = R and Ry = R+ 1. We now assume that k = [§|. We deduce from the above discussion that there
are || distinct positive nonradial solutions of (9) when
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