INNER PRODUCT, LENGTH, and
ORTHOGONALITY

Definition: Let

ui _Ul _
U v

U = 2 and v = 2
Un Un

be two vectors in R". Then the inner

product of v and v is

u-v=uTv=u1v1—|—u2v2-|—----|—unvn.
3] [ 6|
Example: Letu=| -1 |,v=| —2|.
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Then

.
w-v=ulv=[3 —1 —5]| =2
3

=3:6+(-1)-(-2)+(-5)-3

=18+2—-15=15, and

3
vou=viu=[6 —23]| -1
—5

—6-34+(=2)(=1) +3-(=5)

=18+ 2 — 15 = 5.

So, u-v=wv-u



Properties of the inner product
Let u, v, and w be vectors in R™ and
c be a scalar. Then,

1) u-v=v-u

2) (u+v) w=uv-wt+v-w
3) (cu) v=c(u-v) =u- (cv)
A4) u-u>0andu-u=0<«<=u=0

Definition (the length of a vector):
If v = (v1,v0,--+,vn) in R™, then the

length (or norm) of v is defined by

ol = Vv =} + o3+ 402



Then, |[v|]|? = v-v. A vector whose
length is one unit is called a unit vec-
tor.

Example: Let v = (2,—-3,1). Find
the length of v and a unit vector in
the direction of v.

Solution:

=224 (-3)?+1°=4+9+1 =14,

and so, ||v|| = v14. A unit vector in
the direction of v is

1 2 -3 1
ﬁ(27_371) — (\/1—47 \/1—47 \/1—4> — U

The process of creating v from v is
called normalizing v.



Example: Let W =Span;
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Find

a unit vector v which is a basis for W.

Solution: let u=| —1

1

2

. Then,

Jul] = V124 (1) + 22 = V6.
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) = —UY = ——
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Another unit vector is

1VE
1/4/6

26|

1//6 |
—1/4/6
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Definition (Distance between v and
v): Let u,v in R"®. Then the distance
between u and v is the length of the

vector u —v. That is

dist(u,v) = ||lu — v||.
Example: Let v« = (1,2,—1) and
v=(2,1,1) in R3. Then
dist(u,v) = [lu —v[| = [|(-1,1,=2)]|

= \/(-1)2+ 12+ (-2)2= 6.




Definition (Orthogonal vectors): Let
u and v be two vectors in R™. Then

u and v are orthogonal to each other
(u L v) ifu-v=0. Note that 0=zero
vector is orthogonal to every vector.
Example: Let v and v in R". Show
that

2 2 2
u L v <= [lu+v|[*=[u]|*+|[v]].

Solution: (1) Letu L v. Thenu-v =
0, and so,

Ju 4 v][* = (u+v) - (u+v)

—u-utu-v+v-ut+v-v
2 2
= |[ul[* 4+ [[v]]



(2) Let [Ju+v]|* = [[ul[* + [[v]]*.

Then we need to show that uv L v, i.e,

u-v=0.
lu+[]? = (u+0v) - (u+v)
—u-utu-vtv-utov-o
= [Ju||* + [[v||* + 2u - v

So,

|2 <= u-v=0.

2 2
lu 4+ v|[* = [lu]]* + ||v
By (1) and (2),
2 2 2
ulv<=|lu+v||=|ul|* 4+ |[v]]"

"The Phythagorean Theorem”



Definition: Let W be a subspace of
R™.

1) If = € R™ is orthogonal to every
vector in W, then z is said to be or-
thogonal to W.

2) The set of all z that are orthogonal
to W is called the orthogonal comple-
ment of W, and is denoted by W1,
That is ,

Wl={zeR"|zLW}.



Example: Let S = {(1,2,1),(1,—1,—-1)}.
Find S+,

Solution:

A vector

v=(z,y,2) € ST < v-(1,2,1) = 0 and

So,

v-(1,—-1,-1) =0.

(ajaya Z) ) (1727 1) = 0 and (az,y,z) ) (17 _17 _1) —

L

2y

z=0and z—y—2z=0;

which gives that
z=1t, ,y= —2/3t r = 1/3t

—2

v = (=, y,Z)—(— ?t)——t(l —2,3)

I 8(17 _27 3)7

Thus, S+ = Span{(1,-2,3)}



Example: Suppose that a vector y is
orthogonal to vectors v and v. Show
that y is orthogonal to u + wv.
Solution: let y L v and y L v. Then,
y-u=0 and y-v =0.

In order to show that y is orthogonal

to u 4+ v, we need to verify
y-(u+v)=0.

y-(utv)=y-uty v=0+0=0.

So, y is orthogonal to u + v.



Example: Suppose the vectors u and
v are orthogonal to the vector z. Show
that v 4+ v is orthogonal to z.

Solution: Letu L zand v L z. Then,

(ut+v)-z=u-24+v-2=04+0=0,

which means that v+ v 1 z.
Theorem: 1) A vector z is in W if
and only if =z is orthogonal to every
vector in a set that spans W.

2) W+ is a subspace of R".



Theorem: Let A be an n xn matrix.
Then,

(RowA)T = NullA
(ColA)T = Nuna”®

Proof: ii) In i), replacing A by AT

gives,
(RowAT)L = NullAT

(ColA)t = Nulat.



Definition: A set of non-zero vectors

S is called an orthogonal set if each

vector in S is orthogonal to other vec-

tors in §, i.e,
S = {v1,vp,---,vp} is an orthogonal set
<:>fuz--vj:O if 2 £ 7.

An orthogonal set in which each
vector has length 1 is called an

orthonormal set.

A basis consisting of orthogonal vec-

tors is called an orthogonal basis.

A basis consisting of orthonormal vec-

tors is called an orthonormal basis.




Example: [

1] [0] [O]
ol,[1],]0
\_O_ 0] |1

is an orthonormal basis for R3.
1] [ =2 ] _5/7
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Theorem: If S = {uq,up,...,up} is an
orthogonal set of nonzero vectors in
R"™ then S is linearly independent.

Proof: Let O = ciui+couno+- - -+cpup
for some scalars cy,co,...,cp. Then,

0-uy = (crur + coup + -+ - 4+ cpup) - uq
O =ciu1-uy +cous-uy + -+ cpup - uy,
O=ciug-u1 +0+---+0,
since u; -u; = 0 if 7 7+ 7.
0 = c1||u1||?which gives ¢; =0

since uq1 = 0. Similarly, we can show
that ¢ = 0,...,cp = 0. Thus, S is
linearly independent.



Theorem: Let {uy,up,...,up} be an
orthogonal basis for R"™. Then for

each z € R",

xr = ciui + couos + - - - + cpun Where

c1 = , 1=1,2,...,n.

Proof: For a fixed z, 1 <1 < n,
x-u; = (cquqg + coun + -+ - + cpun) - u;
= c;(u; - u;),

which gives
T U

Ci:

(since u; =0, u; -u; = 0)



Example: Show that the set

( - —1 ] - 2] 2
S =3u] = 2|, up= | —1|,uz = 2
\ 2 2] -1
is an orthogonal basis for R3. Express
-
x = | 2| as a linear combination of
3

the vectors in S.
Solution: Check that uq - up, = 0,

uq - u3z =0, up -uz = 0. Then,

xr = ciui + couo + c3u3
T - Uq —1—|—4—|—6_9_

C1 — ___17

Ul - U 1+444 O
r-up 2—2+46

u>-u> 44+144
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