EIGENVALUES AND
EIGENVECTORS

Definition: Let A be an nxn matrix.
A non-zero vector X in R"™ is called
an eigenvector of A if AX is a scalar

multiple of X, i.e,
AX = A\ X

for some scalar A. The scalar X\ is
called an eigenvalue of A, and X is
said to be an eigenvector correspond-

ing to A.



Example: Let

~[3 0 1
A—ls —1]’X—lz 2

.and Y:{_ll.

Are X and Y eigenvectors of A7

solutiog _(1)1 [;]42]:3[;1:3&

IS an eigen-

AX =

1
2
vector of A corresponding to the eigen-

which says that X =

value \ = 3.

13 O -1 —3 —1
=13 3= ) )
i.e, AY is not a multiple of Y. So Y

IS not an eigenvector of A.



A IS an eigenvalue of A

<— AX = A\X

for some non-zero vector X
<— AX - 2X =0

<— (A-)A)X =0

for some non-zero vector X
< det(A - \I) = 0.

det(A — A1) = 0 is called the

characteristic equation of A, the scalars

A satisfying this equation are the eigen-

values of A.

When expanded, the determinant

det(A—M\I) is a polynomial in A, it has



degree n, and it is called the

characteristic polynomial of A.

Definition: The set of all solutions
of (A— X)X = 0 is the nullspace of
the matrix A — AI. This set, which is
a subspace, is called the eigenspace

of A corresponding to .

Note: Eigenspace contains eigenvec-
tors together with the zero vector.
But an eigenvector is never the zero

vector.



Example: Find the eigenvalues of

| 32
A_[_m].
Solution:
| 32 AO| _ [3—X 2
A_”—[—l o]_ 0 /\]— —1 —,\]'

The characteristic polynomial of A is

det(A— A1) = (3=N)(=\) — (=2)
=22 —-3)\4 2.

The characteristic equation of A is
A _—3\+2=0.

T he solutions of the characteristic equa-
tion are A = 1 and A = 2, which are
the eigenvalues of A.



Example: By the previous example,
we know that A = 1, and A = 2 are

3 2 :
10l Find
the eigenspace of A corresponding to
A=1 and A = 2.

Solution:

the eigenvalues of A =

Eigenspace of A for \ = 1:
Form A—-— )\ = A —I:

=] 23]-[39)-2 3]

Row reduce the augmented matrix of
(A— X)X = 0 to its echelon form,

I.e,
220N110
-1 —-1|0 O 0|0 |°



The general solution is
—t —1

1 t, t e R.
Eigenspace of A corresponding to the

eigenvalue A =1 is

ol [])

A basis for this eigenspace is { { _1 ] }



Eigenspace of A for )\ = 2:

32| 5 1 0| 1 2
—1 0 o1| | -1 =2
The general solution of (A—21)X =0

=[2]-[ 1]

Eigenspace of A corresponding to
A=2s

ol [ ]}

A basis for this eigenspace is { { _i } }

A—-2] =

IS



An eigenvalue X might be zero:

AX = 0-X has a non-trivial solution
~— AX = 0 has a non-trivial solution

<— A is not invertible.

Thus,
A= 0 is an eigenvalue of A «<— A is

not invertible.



Example: Find the eigenvalues of

‘5 6 2
A=|0 -1 -8].
1 0 -2
Solution:
5-\ 6 2
A-X|=| 0 -1-X -8
1 0 —2-A
1A -8
—(5_/\)| 0 —2—/\|
6 2
+|—1—/\ —8|

=GB -MNE1=-X)(=2-X)
48+ 2(1 4+ ))

A3 4+ 2)\2 4+ 150 — 36,




and so
A= M| =0<= —A342X24+151-36 =0
— A3 —2X\2—-150A4+36 =0
— (A-3)(A\°+X1-12)=0
— A=-3) (A +4)(A-3) =0.

Thus, A\{ = Ao = 3,A\3 = —4.
Remark: The eigenvalues of a tri-
angular matrix are the entries on its

main diagonal.

Example: Eigenvalues of A =

O N
ONONG

w oo

are \{ = 4, A\» = 0, and A3z = —3.




Theorem: Let A be an n x n ma-
trix. If vq,vo,...,vr are eigenvectors
corresponding to distinct eigenvalues
A1, A2, ...y Ap, then {vq,vp,...,vr} is lin-
early independent.

Example: we know that A = 1, and
A = 2 are the eigenvalues of

3 2
a=[37]
X = _1 IS an eigenvector of A cor-
responding to A = 1.

Y = 1 IS an eigenvector of A cor-

responding to A = 2.



So, by the above theorem,

(ISR}

IS linearly independent.

Example: Let A and B be two n xn
matrices such that B = PAP~1 for
an invertible matrix P. (In this case,
we say that A is similar to B.) Show
that A and B have the same charac-
teristic polynomial, and so the same
eigenvalues.

Solution:

B— X = PAP 1 PP 1 =pPA- P!



det(B — AI)=det (P(A—XI)P 1)
—det P- det (A — \I)- det P~1

—=det(A — \I).



