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Comparing Factor Level Means

Once it has been determined that the treatment means do differ, you generally want to look at how they
differ, That is, you want to make comparisons between them.

For example:

You might want to see whether the mean yield of a chemical increases with the amount of catalyst; or
compare several drugs to a standard drug; oar compare high fibre diets to low fibre diets; etc

Thus you will want to do hypothesis tests and find confidence intervals for treatment means and
comparisons of treatment means.

Contrasts
Definition
A linear combination of the treatment means L =Y ¢, 4, ,  wherethe ¢; are constants, isa contrast
i=]
if Z ¢, = 0
=1
Eg 1

Suppose an experiment was run to test the lifetimes of : alkaline brand name batteries (1), alkaline store
brand (2), heavy duty name brand (3), and heavy duty store brand (4). The null hypothesis that the mean
lifetimes were equal for all 4 brands was rejected. It is now desired to compare the average lifetimes of
alkaline vs heavy duty batteries. The contrast

L=+ p2 - (u3+ pa)  will dothis.

NOTE that Ly = (u+ M2)/2 - (us+ psa)/2 and Ly = 4(ui + p2)- 4(ua+ pa)

are both equivalent contrasts to L for this comparison.

- choose L= w+ p2 - (3 + pa) since it is the simplest

Eg?2
Suppose that you want to compare the effect of each of 3 new drugs (1, 2, 3) with a standard drug (4).
Then we want the 3 contrasts

L1 = u - Wy Ly = Ha- ps Ly = p3 - Wy That is 3 pairwise comparisons.

NOTE:

In eg 1 above there was interest only in a single comparison. In eg 2 there were 3 comparisons of
interest.



62
There is a difference in the methods that should be used for carrying out several comparisons and those

for a single comparison. Will first give the C.1.’s and hypothesis tests about a single mean or a single
contrast and then look at Multiple Comparison methods.

Confidence Intervals and Hypothesis Tests for SINGLE Factor Level Means and SINGLE
Contrasts
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Multiple Comparison Methods
- Usually want to carry out several comparisons involving the means

- Also often want to look at the data produced by the experiment (i.e. results) and choose interesting
comparisons suggested by those results. This is called DATA SNOOPING.

Note:

When you “data snoop” for interesting comparisons you are implicitly looking at all possible
comparisons of that type.

Eg
Suppose in class eg 4, you look at the ¥, and decide to compare g to pp since Y, isthe largest and

E is the smallest. BUT this is not a single comparison, since in order to pick it, all the ?; had to be
looked at. You implicitly looked at all C’, = 10 possible comparisons.

Thus want comparison methods which control the
OVERALL (or FAMILY) significance level (error rate)

Per Comparison Error Rate (significance level) = P(reject Ho | Ho true)

Overall or Family Error Rate = P( reject at least 1 Ho| all Hp true)

Summary of Multiple Comparison Methods
1. Bonferroni for PREPLANNED comparisons:

- Applies to any g preplanned contrasts or means 01 lineav combjinations
- Can NOT be used for DATA SNOOPING

- If # comparisons g is small Bonferroni method gives shorter C.1.’s than other methods
- Can be used for any design

2. Scheffe (Automatically covers All Possible Comparisons)

. Appliesto any g contrasts | but 712t [jnear com b aakions 1hatare Ml con ?‘rasé
- Gives shorter C.1.’s than Bonferroni if g is large and larger C.1.’s if g is small (but remember
that Bonferroni can NOT be used unless the comparisons were decided on in advance of looking at
the data (i.e. preplanned)
- Can be used for any design
- Allows for data snooping since Scheffe method automatically considers all possible contrasts
- Should NOT, however, be used if one is interested ONLY in pairwise comparisons. In this case
TUKEY is better.
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3. Tukey (Automatically covers All Possible Pairwise Comparisons)

- Always best for all pairwise comparisons

- Can be used for CRD, RCBD, BIBD

- Allows data snooping since automatically considers all possible pairs

- If g small and comparisons are PREPLANNED, then Bonferroni as it gives shorter C.1.’s

4. Dunnett for Treatments vs a Control should use
- Best for all treatment vs control contrasts [ - Lcontrol

- Can be used for CRD, RCBD, BIBD

- By definition a preplanned method

Bonferroni Multiple Comparisons

These are suitable for any group of g comparisons (C.1.’s or hyp. tests) that are preplanned. They use g
T-tests (or T-distn C.1.’s) where the per comparison significance level for each comparison is

a/g with o being the desired family significance level.

This ensures that the overall or family significance level < L since
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