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Body fat, waist and weight_MLR Ex. 

 

Enter the data 
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To obtain the residuals and predicted values, go to “Analyse” → “Regression” → “Linear” → click on 
“save” and select “Unstandardized Predicted values” and “Unstandardized residuals”. Then click 
“continue” . After clicking on “OK” you will get ANOVA table with all the parameter estimates. 

Regression 
 
 

Variables Entered/Removeda 

Model 

Variables 

Entered 

Variables 

Removed Method 

1 weight, waistb . Enter 

a. Dependent Variable: fat 

b. All requested variables entered. 

 
 

Model Summaryb 

Model R R Square 

Adjusted R 

Square 

Std. Error of the 

Estimate 

1 .894a .800 .776 4.526 

a. Predictors: (Constant), weight, waist 

b. Dependent Variable: fat 
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ANOVAa 

Model Sum of Squares df Mean Square F Sig. 

1 Regression 1389.491 2 694.746 33.913 .000b 

Residual 348.259 17 20.486   

Total 1737.750 19    

a. Dependent Variable: fat 

b. Predictors: (Constant), weight, waist 

 
 

Coefficientsa 

Model 

Unstandardized Coefficients 

Standardized 

Coefficients 

t Sig. B Std. Error Beta 

1 (Constant) -65.074 10.406  -6.254 .000 

waist 2.689 .521 1.074 5.163 .000 

weight -.079 .075 -.219 -1.053 .307 

a. Dependent Variable: fat 

 

 

Residual Analysis: 
 

plot of predicted values vs residuals (i.e 𝑦పෝ  vs 𝑒௜)   → “graph” → “Legacy Dialog” → “scatter/dot” 
→ “Simple scatter → “Define” →put “Residuals” on the y axis and “Predicted Values” on the x axis 
→ OK  (this is to verify the assumption of independence of the errors) 
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To obtain the plot of x’s vs residuals (i.e 𝑥௜ vs 𝑒௜) → “graph” → “Legacy Dialog” → “scatter/dot” → 
“Simple scatter → “Define” →put “Residuals” on the y axis and “waist” on the x axis → OK 

And repeat with “weight”  (to verify the assumption of constant variance for every x, we need to plot 
x1 vs residuals and x2 vs residuals) 

 
 

 
 
To obtain the histogram of the errors → “Graphs” → “Legacy Dialogs” → “Histogram” →  select 
Unstandardized Residuals as a response variable and then click OK  
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To do Fdrop or Fpart test, we need to obtain ANOVA table for the reduced model. 

 

Our Full model is   22110 xxy , ANOVA is above with SSRf = 1389.491  (df = 2) 

                                                                                                         SSEf =    348.259  (df = 17) 

Reduced model is   110 xy , ANOVA table is below 

Rerun the ANOVA (same steps as above, except you will have only one independent variable, 
“waist”). 

SSRr = 1366.790  (df = 1) 
SSEr =   370.960  (df = 18) 
 

ANOVAa 

Model Sum of Squares df Mean Square F Sig. 

1 Regression 1366.790 1 1366.790 66.320 .000b 

Residual 370.960 18 20.609   

Total 1737.750 19    

a. Dependent Variable: fat 

b. Predictors: (Constant), waist 

 
 
          0: 20 H         05.0  

            0: 2 aH  
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   1389.491 1366.790 2 1

348.259 17
f r

f

f r SSR SSR

part
f SSE

SSR SSR df df
F

SSE df

            

                 
22.701

20.48582
 1.10813 

R.R:   we reject 0H if      17,105.017,1 FFFpart  4.45 

 


