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Mean Field Games

Definition

Mean Field Game  theory studies the existence of Nash equilibria, together with the individual strategies which(MFG)
generate them, in games involving a large number of agents modeled by controlled stochastic dynamical systems. This is
achieved by exploiting the relationship between the finite and corresponding infinite limit population problems. The
solution of the infinite population problem is given by the fundamental MFG Hamilton-Jacobi-Bellman (HJB) and
Fokker-Planck-Kolmogorov (FPK) equations which are linked by the state distribution of a generic agent, otherwise known
as the system's mean field.

Introduction

Large-population, dynamical, multi-agent, competitive, and cooperative phenomena occur in a wide range of designed
and natural settings such as , epidemiological, transportation, and energy systems, andcommunication, environmental
they underlie much economic and financial behavior. Analysis of such systems is intractable using the finite population
game theoretic methods which have been developed for multi-agent control systems (see, e.g., Basar and Ho ; Ho 1974

; Basar and Olsder ; and Bensoussan and Frehse ). The continuum population game theoretic models of1980 1999 1984
economics (Aumann and Shapley ; Neyman ) are static, as, in general, are the large-population models1974 2002
employed in  (Altman et al. ) and transportation analysis (Wardrop ; Haurie and Marcotte ;network games 2002 1952 1985
Correa and Stier-Moses ). However, dynamical (or sequential) stochastic games were analyzed in the continuum2010
limit in the work of Jovanovic and Rosenthal ( ) and Bergin and Bernhardt ( ), where the fundamental mean field1988 1992
equations appear in the form of a discrete time dynamic programming equation and an evolution equation for the
population state distribution.
The mean field equations for dynamical games with large but finite populations of asymptotically negligible agents
originated in the work of Huang et al. ( , , ) (where the framework was called the Nash 2003 2006 2007 Certainty

) and independently in that of Lasry and Lions ( , , ), where the now standard terminologyEquivalence Principle 2006a b 2007
of Mean Field Games (MFGs) was introduced. Independent of both of these, the closely related notion of Oblivious
Equilibria for large-population dynamic games was introduced by Weintraub et al. ( ) in the framework of 2005 Markov

 (MDPs).Decision Processes
One of the main results of MFG theory is that in large-population stochastic dynamic games individual feedback strategies
exist for which any given agent will be in a Nash equilibrium with respect to the pre-computable behavior of the mass of
the other agents; this holds exactly in the asymptotic limit of an infinite population and with increasing accuracy for a finite
population of agents using the infinite population feedback laws as the finite population size tends to infinity, a situation
which is termed an ε-Nash equilibrium. This behavior is described by the solution to the infinite population MFG equations
which are fundamental to the theory; they consist of (i) a parameterized family of HJB equations (in the nonuniform
parameterized agent case) and (ii) a corresponding family of McKean-Vlasov (MV) FPK PDEs, where (i) and (ii) are linked
by the probability distribution of the state of a generic agent, that is to say, the mean field. For each agent, these yield (i) a
Nash value of the game, (ii) the best response strategy for the agent, (iii) the agent's stochastic differential equation
(SDE) (i.e., the MV-SDE pathwise description), and (iv) the state distribution of such an agent (via the MV FPK for the
parameterized individual).

Dynamical Agents

In the diffusion-based models of large-population games, the state evolution of a collection of  agents  isN ,1≤ ≤  < ∞,Ai i N

specified by a set  of controlled  (SDEs) which in the important linear case take the formN stochastic differential equations

where  is the state,  the control input, and   the state  of the th agent   ,w i Wiener process i A i
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where  is a collection of  independent standard Wiener processes in  independent of all mutually{ ,1≤ ≤ }wi i N N

independent initial conditions. For simplicity, throughout this entry, all collections of system initial conditions are taken to
be independent, zero mean and have finite second moment.
A simplified form of the general case treated in Huang et al. ( ) and Nourian and Caines ( ) is given by the2007 2013
following set of controlled SDEs which for each agent   includes state coupling with all other agents:A i

where here, for the sake of simplicity, only the uniform (non-parameterized) generic agent case is presented. The
dynamics of a generic agent in the infinite population limit of this system is then described by the following controlled MV
stochastic differential equation:

where , with the initial condition measure   specified, where μ 0 μ (⋅)t

denotes the state distribution of the population at  ∈ [0,  ]. The dynamics used in the analysis in Lasry and Lions ( , ,t T 2006a b
) and Cardaliaguet ( ) are of the form .2007 2012 ( ) =  ( )  + σ ( )dxi t ui t dt dwi t

The dynamical evolution of the state   of the th agent   in the discrete time Markov Decision Processes (MDP)-basedx i i A i
formulation of the so-called anonymous sequential games (Jovanovic and Rosenthal ; Bergin and Bernhardt ;1988 1992
Weintraub et al. ) is described by a Markov state transition function, or kernel, of the form 2005 : =  ( (  + 1)| ( ),  P  + 1t P xi t xi t x − i

.( ), ( ), )t ui t Pt

Agent Performance Functions

In the basic finite population linear-quadratic diffusion case, the agent , possesses a performance, or loss,,1≤ ≤Ai i N

function of the form

where we assume the cost coupling to be of the form , where   denotes allu  − i

agents' control laws except for that of the th agent and  denotes the population average state i

and where here and below the expectation is taken over an underlying  which carries all initial conditionssample space
and Wiener processes.
For the nonlinear case introduced in the previous section, a corresponding finite population mean field loss function is

where  is the nonlinear state cost-coupling function. Setting, by possible abuse of notation, L

, the infinite population limit of this cost function for a generic
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individual agent  is given byA

which is the general expression for the infinite population individual performance functions appearing in Huang et al. (
) and Nourian and Caines ( ) and which includes those of Lasry and Lions ( , , ) and Cardaliaguet (2006 2013 2006a b 2007
). Exponentially discounted costs with discount rate parameter  are employed for infinite time horizon performance2012 ρ

functions in Huang et al. ( , ), while the sample path limit of the long-range average is used for ergodic 2003 2007 MFG
problems in Lasry and Lions ( , ) and Li and Zhang ( ) and in the analysis of adaptive MFG systems2006a 2007 2008
(Kizilkale and Caines ).2013

The Existence of Equilibria

The objective of each agent is to find strategies (i.e., control laws) which are admissible with respect to information and
other constraints and which minimize its performance function. The resulting problem is necessarily game theoretic and
consequently central results of the topic concern the existence of Nash Equilibria and their properties.
The basic linear-quadratic mean field problem has an explicit solution characterizing a Nash equilibrium (see Huang et al. 

, ). Consider the scalar infinite time horizon discounted case, with nonuniform parameterized agents   with2003 2007 A θ

parameter distribution , and dynamical parameters identified as  then the: =  , : =  , : = 1, : =  ;aθ Fθ bθ Gθ Q r R

so-called Nash  (NCE) equation scheme generating the equilibrium solution takes the formCertainty Equivalence

where the  of the generic parameterized agent   is given by control action A θ

    is the optimal tracking feedback law with respect to  ( )u θ
0 x  ∗  t

which is an affine function of the mean field term , the mean with respect to the parameter  of the distribution F

 parameterized state means of the agents. Subject to the conditions for the NCE scheme to have a solution,
each agent is necessarily in a Nash equilibrium in all full information causal (i.e., non-anticipative) feedback laws with
respect to the remainder of the agents when these are employing the law  .u 0

It is an important feature of the best response control law    that its form depends only on the parametric data of theu θ
0

entire set of agents, and at any instant it is a feedback function of only the state of the agent   itself and theA θ
deterministic mean field-dependent offset   .s θ
For the general nonlinear case, the MFG equations on [0,  ] are given by the linked equations for (i) the performanceT
function  for each agent in the continuum, (ii) the FPK for the MV-SDE for that agent, and (iii) the specification of theV
best response feedback law depending on the mean field measure   and the agent's state ( ). In the uniform agentsμ t x t

case, these take the following form.
The Mean Field Game HJB: (MV) FPK Equations
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The general nonlinear MFG problem is approached by different routes in Huang et al. ( ) and Nourian and Caines (2006
), and Lasry and Lions ( , , ) and Cardaliaguet ( ), respectively. In the former, the so-called2013 2006a b 2007 2012

probabilistic method solves the MFG equations directly. Subject to technical conditions, an iterated contraction argument
establishes the existence of a solution to the HJB-(MV) FPK equations; the best response control laws are obtained from
these MFG equations, and these are necessarily Nash equilibria within all causal feedback laws for the infinite population
problem. In Lasry and Lions ( , ) the MFG equations on the infinite time interval (i.e., the ergodic case) are2006a 2007
obtained as the limit of Nash equilibria for increasing finite populations, while in the expository notes of Cardaliaguet (

) the analytic properties of solutions to the HJB-FPK equations on the finite interval are analyzed using  methods2012 PDE
including the theory of viscosity solutions.
In Huang et al. ( , , ), Nourian and Caines ( ), and Cardaliaguet ( ), it is shown that subject to2003 2006 2007 2013 2012
technical conditions, the solutions to the HJB-FPK scheme yield ε-Nash solutions for finite population MFGs in that for
any ε > 0, there exists a population size   such that for all larger populations the use of the feedback law given by the N ε

 infinite population scheme gives each agent a value to its performance function within ε of the infinite populationMFG
Nash value.
A counterintuitive feature of these results is that, asymptotically in population size, observations of the states of rival
agents are of no value to any given agent; this is in contrast to the situation in single-agent  whereoptimal control theory
the value of observations on an agent's environment is in general positive.

Current Developments and Open Problems

There is now an extensive literature on Mean Field Games, the following being a sample: the mathematical literature has
focused on the study of general classes of solutions to the fundamental HJB-FPK equations (see e.g., Cardaliaguet (2013
)), while in systems and control, the theory of major-minor agent MFG problems (in economics terminology, atoms and
continua) is being developed (Huang ; Nguyen and Huang ; Nourian and Caines ), adaptive control2010 2012 2013
extensions of the LQG theory have been carried out (Kizilkale and Caines ), and the risk-sensitive case has been2013
analyzed (Tembine et al. ). Much work is now under way in the applications of MFG theory to economics, finance,2012
distributed energy systems, and electrical power markets. Each of these areas has significant open problems, including
the application of mathematical transport theory to HJB-FPK equations, the role of MFG theory in portfolio optimization,
and the analysis of systems where the presence of partially observed major and minor agent states incurs mean field and
agent .state estimation
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